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#### Abstract

Optimization problems involving three decision makers at three hierarchical decision levels are referred to as tri-level decision making problems. In particular in the case where all objective functions and constraints are linear, and all involved variables are required to take integer values is known as integer tri-level programming problems (T-ILP). It has been known that the general T-ILP is an NP-hard problem. So far there are very few attempts in the literature that finds an exact global solution for integer programming hierarchical problems beyond two levels. This paper proposes a novel approach based on a branch-and-cut (B\&C) framework for solving T-ILP. The convergence of the algorithm is proved. Numerical examples are used to demonstrate the performance of the proposed algorithm. Finally, the results of this study show that the proposed algorithm is promising and more efficient to solve T-ILP. Moreover, it has been indicated in the remark that the proposed algorithm can be modified and used to solve discrete multilevel programming problems of any number of levels.
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## 1. Introduction

Many real-world decision problems involve multiple and independent decision makers (DMs), whose interests are not necessarily aligned. Optimization problems involving multiple decision makers, whose decisions are made in a sequential (or hierarchical) order are usually termed as hierarchical or multilevel programming problems. In such problems, it is assumed that decisions made earlier in the sequence affect the options available later in the sequence and the reactions from the lower levels affect the objective values of the upper level.

Hierarchical problems can be classified based on the number of hierarchical levels in the decision process and the type of decision variables in those levels. In particular, problems with three decision makers at three hierarchical decision levels are referred to as tri-level decision making problems (also known as tri-level programming problems). Decision entities at the three hierarchical levels are respectively

[^0]termed as the top-level leader, the middle-level follower, and the bottom-level follower. In a tri-level decision-making process, the decision entities make their individual decisions in sequential order from the top level to the middle level and then to the bottom level with the aim of optimizing their respective objectives. Tri-level programming problems can be used to model practical problems in several areas, such as in supply chain management [22, 28], network defense [1,30], planning [18], logistics [11], and economics [15] to mention a few. Therefore, investigating the properties and solution approaches of tri-level programming models has got a special attention in the last few decades.

Regarding solution approaches, many algorithms have been proposed in the open literature for solving bi-level problems as compared to the tri-level ones and the existing majority of research on tri-level programming has centered on the linear continuous version of the problem [16]. The discrete case, on the other hand, has not received mach attention in the open literature with a rather very limited number of studies. Generally, solution approaches presented in the literature for tri-level problems have addressed a very restricted class of problems (such as twice continuously differentiable problems in [8, 13, 14], or mainly linear continuous problems in $[3,25,26,31]$ ), with only a few attempts to solve problems with integer variables. Since the algorithms and methods proposed so far are sensitive to the behaviour of the problem and are computationally expensive in some cases, it is more appealing to search for alternative methods that give exact global solutions to such problems and their generalizations.

This paper focuses on solving a generic integer tri-level linear programs (T-ILP), i.e., a tri-level optimization problem where all objective functions and constraints are linear, and all involved variables are required to take integer values. In addressing such kind of optimization problems, Sakawa [21] proposed a genetic algorithm to solve a special class of tri-level integer linear problems in 1999 and later on in 2014 Sakawa and Matsui [20] used a tabu search algorithm based on interactive fuzzy programming approaches to propose a solution strategy for 0-1 type problems. However, these methods produce approximate and sub-optimal solutions to the problem and finding an exact global optimal solution is essential in many application problems. More recently, Avraamidou and Pistikopoulos [2] proposed a parametric global solution of tri-level mixed-integer linear optimization problems containing both integer and continuous variables at all three optimization levels. Though the multi-parametric method gives exact global optimal solution, there are cases where the procedure becomes computationally expensive. Therefore, it is rather evident that alternative general strategies for the exact (global) solution of pure-integer tri-level linear problems are still lacking.

In this paper, we present a relatively simple branch-and-cut algorithm that solves general pure-integer tri-level programming problems. The main contributions of this paper are twofold. First, it extends the algorithm developed by DeNegre and Ralphs [7] that solves integer bi-level programming problems to effectively solve general integer tri-level programming problems. Second, it gives a way of extending the same method to solve any similar but higher level problems using the modified procedures.

The organization of the paper is as follows. Following the introduction, we present in Section 2 basic definitions and some theoretical properties of tri-level integer linear programming problems (T-ILP) that we shall investigate in the remaining sections. Based on the facts stated in Section 2, a branch-and-cut algorithm is proposed to solve the T-ILP in Section 3. Then, in Section 4, numerical examples for integer linear tri-level programming problems are provided. Finally, conclusive remarks are given in Section 5.

## 2. Basic definitions and theoretical background

In this section we introduce some definitions and explain the theoretical background for tri-level integer linear programming problems (T-ILP).

Let $x \in \mathbb{Z}^{n_{1}}, y \in \mathbb{Z}^{n_{2}}$, and $z \in \mathbb{Z}^{n_{3}}$ represent the variables controlled by the upper-level DM (the leader), the middle-level DM, and the lower-level DM, respectively. A linear tri-level integer programming
problem is given by:

$$
\begin{align*}
& \min _{x} F_{1}(x, y, z)=a_{1} x+b_{1} y+c_{1} z \\
& \text { s.t. } A_{1} x+B_{1} y+C_{1} z \leqslant b_{1}^{\prime} \quad \text { where }[y, z] \text { solves } \\
& \min _{y} \quad F_{2}(x, y, z)=a_{2} x+b_{2} y+c_{2} z \\
& \text { s.t. } A_{2} x+B_{2} y+C_{2} z \leqslant b_{2}^{\prime} \quad \text { where } z \text { solves }  \tag{2.1}\\
& \min _{z} F_{3}(x, y, z)=a_{3} x+b_{3} y+c_{3} z \\
& \text { s.t. } A_{3} x+B_{3} y+C_{3} z \leqslant b_{3}^{\prime} \\
& (x, y, z) \in \mathbb{Z}_{+}^{n_{1}} \times \mathbb{Z}_{+}^{n_{2}} \times \mathbb{Z}_{+}^{n_{3}},
\end{align*}
$$

where $a_{i} \in \mathbb{R}^{n_{1}}, b_{i} \in \mathbb{R}^{n_{2}}, c_{i} \in \mathbb{R}^{n_{3}}$ are row vectors, $b_{i}^{\prime} \in \mathbb{R}^{q_{i}}, A_{i} \in \mathbb{R}^{q_{i} \times n_{1}}, B_{i} \in \mathbb{R}^{q_{i} \times n_{2}}, C_{i} \in \mathbb{R}^{q_{i} \times n_{3}}$ for $i=1,2,3$.

Assume that $n=n_{1}+n_{2}+n_{3}$. Corresponding to problem (2.1), the following basic definitions of terms are important for the theoretical analysis of tri-level linear programming problem as in [3, 27].
Definition 2.1 (Regions).
a. The constraint region of the T-ILP is given by

$$
\Omega^{I}:=\left\{(x, y, z) \in \mathbb{Z}_{+}^{n}: A_{i} x+B_{i} y+C_{i} z \leqslant b_{i}^{\prime}, \text { for } i=1,2,3,\right\}
$$

i.e., it is the set of points that satisfy all the upper-level, the middle-level and the lower-level constraints.
b. For any given $x \in \mathbb{Z}_{+}^{\mathfrak{n}_{1}}$ the feasible region of the second level is

$$
S^{1}(x):=\left\{(y, z) \in \mathbb{Z}_{+}^{n_{2}} \times \mathbb{Z}_{+}^{n_{3}}: B_{2} y+C_{2} z \leqslant b_{2}^{\prime}-A_{2} x, B_{3} y+C_{3} z \leqslant b_{3}^{\prime}-A_{3} x\right\},
$$

i.e., the second level feasible region is affected by the leader's choice of variable $x$, and the second level allowable choices must be from the elements of $\Omega^{\mathrm{I}}$.
c. The feasible region of the third level: For any given $(x, y) \in \mathbb{Z}_{+}^{n_{1}} \times \mathbb{Z}_{+}^{n_{2}}$ the feasible set of the third level is

$$
S^{I}(x, y):=\left\{z \in \mathbb{Z}_{+}^{n_{3}}: C_{3} z \leqslant b_{3}^{\prime}-A_{3} x-B_{3} y\right\} .
$$

d. The rational reaction set of the third level for any given $(x, y)$ is

$$
M^{\mathrm{I}}(x, y):=\left\{\bar{z}: \bar{z} \in \underset{z}{\operatorname{argmin}}\left\{\mathrm{~F}_{3}(x, y, z), z \in \mathrm{~S}^{\mathrm{I}}(x, y)\right\}\right\},
$$

i.e., $M^{I}(x, y)$ is the set of third level optimal solutions for a given values of $(x, y)$.
e. The rational reaction set of the second level for any given choice $x$ of the leader is

$$
M^{\mathrm{I}}(x):=\left\{(\bar{y}, z): \bar{y} \in \underset{y}{\operatorname{argmin}}\left\{\mathrm{~F}_{2}(x, y, z):(y, z) \in S^{\mathrm{I}}(x), z \in M^{\mathrm{I}}(x, y)\right\}\right\}
$$

i.e., $M^{I}(x)$ is the set of second level optimal solutions corresponding to the solution $x$ of the leader.
g. The set

$$
\mathscr{R}^{\mathrm{I}}=\left\{(x, y, z):(x, y, z) \in \Omega^{\mathrm{I}},(y, z) \in M^{\mathrm{I}}(x)\right\}
$$

is called the inducible region of problem (2.1).
Using the inducible region as given in Definition 2.1, the tri-level optimization problem (2.1) can be equivalently reformulated as

$$
\begin{align*}
\min & F_{1}(x, y, z) \\
\text { s.t. } & (x, y, z) \in \mathscr{R}^{\mathrm{I}} . \tag{2.2}
\end{align*}
$$

Notation 2.2. In this paper, we use $\Omega, S(x), S(x, y) M(x), M(x, y)$, and $\mathscr{R}$ to denote the regions for which $(x, y, z) \in \mathbb{R}_{+}^{n_{1}} \times \mathbb{R}_{+}^{n_{2}} \times \mathbb{R}_{+}^{n_{3}}$ by removing the superscript I from the definition of problem (2.1).

A solution $\left(x^{*}, y^{*}, z^{*}\right)$ is called tri-level feasible to the optimization problem (2.1) if $\left(x^{*}, y^{*}, z^{*}\right) \in \mathscr{R}^{I}$ or equivalently if it satisfies the following four conditions:
(C1) $\left(x^{*}, y^{*}, z^{*}\right) \in \Omega$;
(C3) $\left(y^{*}, z^{*}\right) \in M^{I}\left(x^{*}\right)$;
(C2) $\left(x^{*}, y^{*}, z^{*}\right) \in \mathbb{Z}_{+}^{n_{1}} \times \mathbb{Z}_{+}^{n_{2}} \times \mathbb{Z}_{+}^{n_{3}}$;
(C4) $\left.z^{*} \in M^{I}\left(x^{*}, y^{*}\right)\right)$.

Moreover, a point $(\bar{x}, \bar{y}, \bar{z})$ is said to be an optimal solution to problem (2.2) if
i. $(\bar{x}, \bar{y}, \bar{z})$ is tri-level feasible; and
ii. $F_{1}(\bar{x}, \bar{y}, \bar{z}) \leqslant F_{1}(x, y, z)$, for all $(x, y, z) \in \mathscr{R}^{I}$.

In this case, $F_{1}(\bar{x}, \bar{y}, \bar{z})$ is called the optimal value for problem (2.2).
In the formulation of problem (2.2), there is an ambiguity when multiple middle-level and lower-level optimal solutions exist. In the optimistic (or strong) formulation case, each of the middle-level and lowerlevel decision makers are assumed to select the one leading to the best from their optimal solution set according to the interest of the upper-level decision maker. On the contrary, in the pessimistic (or weak) formulation case, the middle-level and lower-level decision makers are assumed to select the one leading to the worst from among the possible optimal values of the upper level decision maker's interest. In this paper, we consider the optimistic formulation to avoid any such ambiguity.

In order to ensure the problem is well-posed and has a solution, our proposed approach requires the following assumptions.

## Assumption 2.3.

A1. The constraint set $\Omega^{\mathrm{I}}$ is bounded and nonempty.
A2. The feasible set $\mathscr{R}^{\mathrm{I}}$ is nonempty.
A3. For decisions taken by the leader, each of the followers have some room to respond, i.e., $M^{\mathrm{I}}(x) \neq \emptyset$ and $M^{I}(x, y) \neq \emptyset$.

## 3. Branch-and-cut method for tri-level integer linear programming problems

There are various solution approaches proposed for bilevel discrete optimization problems. Some of the recent works can be obtained in $[6,7,10,19,23,29]$, where some of these methods often resulting in approximate solutions while others give exact solutions. However, due to the introduction of the middle-level follower in the problem, solution approaches developed for bi-level programming are not necessarily applicable to tri-level optimization problems. In this section we present modified procedures that will lead us to the proposed solution algorithm for tri-level integer linear programming problems.

### 3.1. Computational challenges in tri-level integer linear programming

A general branch-and-cut method for single level problems is a very successful algorithmic procedure for solving a variety of integer programming problems. Such a method functions based on the key ideas such as separation, relaxation, bounding, fathoming, and branching and using cutting planes to tighten the linear programming relaxations.

Those commonly used algorithmic frameworks can also be applied for tri-level integer linear programming problems followed by a process of removing its optimal solution if it is tri-level infeasible. But, the usual bounding, fathoming, and branching procedures employed in traditional linear programming
(LP)-based branch-and-bound algorithms for solving T-ILP cannot be applied in a straightforward way. To see this consider the following example.

$$
\begin{align*}
& \min _{x_{1}} F_{1}\left(x_{1}, x_{2}, x_{3}\right)=-x_{1}-4 x_{2}-5 x_{3}, \text { where }\left[x_{2}, x_{3}\right] \text { solves } \\
& \min _{x_{2}} F_{2}\left(x_{1}, x_{2}, x_{3}\right)=2 x_{3}, \text { where } x_{3} \text { solves } \\
& \min _{x_{3}} F_{3}\left(x_{1}, x_{2}, x_{3}\right)=-x_{3}  \tag{3.1}\\
& \quad \text { s.t. } \quad 3 x_{1}+6 x_{2}+3 x_{3} \leqslant 24 \\
& \quad x_{1}+2 x_{2}+3 x_{3} \leqslant 12 \\
& \quad 3 x_{1}+2 x_{2}+x_{3} \geqslant 6 \\
& \quad\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{Z}_{+}^{1} \times \mathbb{Z}_{+}^{1} \times \mathbb{Z}_{+}^{1}
\end{align*}
$$

Figure 1 shows the half-space intersection of all the constraints and the non-negativity constraints for problem (3.1). Moreover, the values of all the vertices (corner points) of the solid and the corresponding upper level objective function values are given in Table 1.


Figure 1: Solid obtained from the intersection of all the constraints of Eq. (3.1) as presented in [12].

Table 1: Feasible solution set and the respective objective function values.

| S.No. | Vertices <br> (corner points) | Coordinates | Objective Function <br> value $\mathrm{F}_{1}$ |
| :--- | :--- | :--- | :--- |
| 1 | V 1 | $(2,0,0)$ | -2 |
| 2 | V 2 | $(4,0,0)$ | -8 |
| 3 | V 3 | $(0,4,0)$ | -16 |
| 4 | V 4 | $(0,3,0)$ | -12 |
| 5 | V 5 | $(0,3,2)$ | -22 |
| 6 | V 6 | $(0,1.5,3)$ | -21 |
| 7 | V 7 | $(7.5,0,0.5)$ | -10 |
| 8 | V 8 | $(6,0,2)$ | -16 |

First we make a reasonable effort to solve the original problem (Problem (3.1)) by considering a relax-
ation of it as:

$$
\begin{aligned}
\min & F_{1}(x, y, z) \\
\text { s.t. } & (x, y, z) \in \mathscr{R} .
\end{aligned}
$$

It is well known [24] that optimal solution of the linear tri-level programming problem occurs at a vertex of the continuous induced region $\mathscr{R}$ and also if ( $x_{1}, x_{2}, x_{3}$ ) is an extreme-point of the induced region $\mathscr{R}$, then it is an extreme-point of the constraint region $\Omega$. However, this may not be true for pure-integer tri-level programming problems as the optimal solutions may occur in the interior of the tri-level feasible region. In this example, optimizing over the continuous region $\mathscr{R}$, yields the integer solution ( $x_{1}, x_{2}, x_{3}$ ) $=(6,0,2)$ (note that this point is in the inducible region) at the vertex V8, with the upper level objective value -16 . But, the true solution of the problem with the extra requirements of integrality is $\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}\right)=(1,1,3)$ in the interior of $\Omega$ with the upper-level objective value $F_{1}\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}\right)=-20$. As a consequence, we have the following observations.

## Observation 3.1.

i. A solution of the relaxed problem which is formed by removing integrality constraints does not provide a valid bound for the solution of the tri-level integer programming problem (3.1), i.e., $\mathscr{R}^{\mathrm{I}} \nsubseteq \mathscr{R}$ - in general also to problem (2.1).
ii. Solutions to the relaxed problem that are in $\mathscr{R}^{1}$ are not necessarily optimal solutions to Problem (3.1) (and hence also to problem (2.1)).

In the next subsections, we describe the procedure that overcomes these challenges to develop a generalized branch-and-cut algorithm for tri-level integer linear programming problems that follows the same basic paradigm used in bi-level and single level integer linear programming problems [7, 25].

### 3.2. Relaxation of tri-level integer linear programming

To solve the problem given in Eq. (2.1) it usually requires the solution of one or more easier subproblems, where the integer restrictions and/or some of the other constraints are dropped. These easier problems are known as relaxations. To get these relaxations, first we convert a tri-level integer linear programming problem Eq. (2.1) as an equivalent single level problem using the optimal value reformulation (as in Outrata [17]), to get the following problem:

$$
\begin{array}{cl}
\min & F_{1}(x, y, z) \\
\text { s.t. } & A_{1} x+B_{1} y+C_{1} z \leqslant b_{1}^{\prime} \\
& A_{2} x+B_{2} y+C_{2} z \leqslant b_{2}^{\prime} \\
& A_{3} x+B_{3} y+C_{3} z \leqslant b_{3}^{\prime} \\
& F_{2}(x, y, z) \leqslant \psi(x) \\
& F_{3}(x, y, z) \leqslant \varphi(x, y) \\
& (x, y, z) \in \mathbb{Z}_{+}^{n_{1}} \times \mathbb{Z}_{+}^{n_{2}} \times \mathbb{Z}_{+}^{n_{3}}, \tag{3.2~g}
\end{array}
$$

where

$$
\begin{aligned}
\psi(x) & :=\min \left\{F_{2}(x, y, z):(y, z) \in S^{I}(x), z \in M^{I}(x, y)\right\}, \\
\varphi(x, y) & :=\min \left\{F_{3}(x, y, z): z \in S^{I}(x, y)\right\} .
\end{aligned}
$$

Proposition 3.2. If $\left(x^{*}, y^{*}, z^{*}\right)$ is an optimal solution of problem (3.2), then it is also an optimal solution of problem (2.1) and conversely. That is, the two problems (3.2) and (2.1) are equivalent.

Proof. We first consider a feasible solution ( $x^{*}, y^{*}, z^{*}$ ) to problem (3.2), and show that ( $x^{*}, y^{*}, z^{*}$ ) is also feasible to problem (2.1). Constraints (3.2b)-(3.2d) and (3.2g) ensure that $\left(x^{*}, y^{*}, z^{*}\right) \in \Omega^{\mathrm{I}}$. Note that constraints (3.2e) and (3.2f) enforce that $\left(y^{*}, z^{*}\right) \in M^{\mathrm{I}}(x)$ and $z^{*} \in M^{\mathrm{I}}(x, y)$. Hence tri-level feasibility condition is established. Thus ( $x^{*}, y^{*}, z^{*}$ ) is feasible to the T-ILP (2.1). Because the objective function for both problems are the same, any feasible solution of (3.2) corresponds to that of (2.1). The converse statement is also not difficult to verify and hence is omitted here for brevity.

An optimization problem obtained by dropping the optimality requirements (3.2e) and (3.2f) for the middle and follower variables of problem (3.2) is called the high point relaxation (HPR) [10], which is stated as

$$
\begin{array}{cl}
\min & F_{1}(x, y, z) \\
\text { s.t. } & A_{1} x+B_{1} y+C_{1} z \leqslant b_{1}^{\prime} \\
& A_{2} x+B_{2} y+C_{2} z \leqslant b_{2}^{\prime} \\
& A_{3} x+B_{3} y+C_{3} z \leqslant b_{3}^{\prime} \\
& (x, y, z) \in \mathbb{Z}_{+}^{n_{1}} \times \mathbb{Z}_{+}^{n_{2}} \times \mathbb{Z}_{+}^{n_{3}}
\end{array}
$$

(HPR)

OR

$$
\begin{aligned}
\min & F_{1}(x, y, z) \\
\text { s.t. } & (x, y, z) \in \Omega^{I} .
\end{aligned}
$$

(HPR)
Clearly the inducible region $\mathscr{R}^{\mathrm{I}}$ is a subset of the feasible domain of the high point relaxation problem (HPR), i.e., $\mathscr{R}^{\mathrm{I}} \subseteq \Omega^{\mathrm{I}}$.

The LP-relaxation of problem (HPR) which is obtained by dropping the integrality requirement on all or part of the variables is denoted by $\overline{\mathbf{H P R}}$ and has the following form:

$$
\begin{align*}
\min & F_{1}(x, y, z) \\
\text { s.t. } & (x, y, z) \in \Omega . \tag{HPR}
\end{align*}
$$

This problem has the following properties.
i. Since $\Omega$ is less constrained than $\Omega^{I}$, the feasible domain of problem (HPR) is a subset of that of problem $(\overline{\mathrm{HPR}})$, i.e., $\Omega^{\mathrm{I}} \subseteq \Omega$.
ii. $\mathscr{R}^{\mathrm{I}} \subseteq \Omega^{\mathrm{I}} \subseteq \Omega$.

Proposition 3.3. If a point $(x, y, z)$ is infeasible for the LP-relaxed problem $(\overline{\mathbf{H P R}})$, then it is also infeasible for the original T-ILP problem.
Proof. The proof obviously follows from the condition that $\mathscr{R}^{\mathrm{I}} \subseteq \Omega^{\mathrm{I}} \subseteq \Omega$.

### 3.3. Branching

Branching is a strategy for which unexplored nodes in the tree generate children by partitioning the solution space into smaller regions that can be solved recursively. An important question is how to branch, or how to split a subproblem into smaller subproblems. In this paper, we use the most common method called single variable branching. That is, at node $t$, pick an integer variable, say $x^{t}$, whose fractional part is the closest to 0.5 as the branching variable with the relaxed optimal solution component $\bar{\chi}^{t}$, and create branches by adding simple linear constraints $\bar{\chi}^{t} \leqslant\left\lfloor\bar{\chi}^{t}\right\rfloor$ and $\bar{\chi}^{t} \geqslant\left\lceil\bar{\chi}^{t}\right\rceil$.

And also, choosing a good branching variable is another crucial component of branch-and-bound algorithm. We denote by $I_{c} \in I$ the set of all candidate branching variables at a particular node in the branch-and-bound tree. A simple branching rule is to select the variable with the largest integer violation for branching, in other words, choose

$$
\underset{i \in I_{c}}{\operatorname{argmax}}\left\{\min \left(\bar{x}_{i}^{t}-\left\lfloor\bar{x}_{i}^{t}\right\rfloor,\left\lceil\bar{x}_{i}^{t}\right\rceil-\bar{x}_{i}^{t}\right)\right\},
$$

which is known as maximum fractional branching.

### 3.4. Bounding

The next fundamental process of the algorithm is formulation of the lower and upper bound of the problem at each given iteration. Bounding is determining a lower bound and upper bound to the optimal value of the given problem. Theses values are used to prune off regions of the search space that are suboptimal. Typically, lower bounds are obtained by solving LP-relaxation of the high point relaxation problem. Upper bounds are obtained by producing a tri-level feasible point (a point in the inducible region of the problem). An integer solution of HPR produces only a lower bound (but tighter than that of its relaxation) for the original problem. We denote the lower and upper bounds associated with node $t$ by $L B_{t}$ and $U B_{t}$, respectively. Whenever we cannot obtain a feasible solution to a given subproblem $t$, we set $\mathrm{UB}_{\mathrm{t}}=\infty$. Similarly, if the relaxation at node t is infeasible, we set $\mathrm{LU}_{\mathrm{t}}=-\infty$ and the node is pruned.

### 3.5. Pruning rules of tri-level integer linear programming

The pruning rules for T-ILP branch-and-cut are based on optimality and tri-level feasibility of subproblems. We let $\mathrm{UB}_{\mathrm{t}}$ be an upper bound on the subproblem at node t (initialized as $\mathrm{UB}_{0}=\infty$ ).

1. Infeasible nodes. If the relaxation of the HPR for the subproblem at a node is infeasible, then any problem in the subtree rooted at this node is also infeasible. Thus, we can prune infeasible nodes.
2. Integer feasible nodes. If the solution, $\left(x^{t}, y^{t}, z^{t}\right)$ of ( $\left.\overline{\mathrm{HPR}}\right)$ satisfies Conditions (C1) to (C4) of the tri-level feasibility conditions (given on page 235), then we obtain a new incumbent solution if $F_{1}\left(x^{t}, y^{t}, z^{t}\right)<U B_{t}$, and we set $\left(x^{*}, y^{*}, z^{*}\right)=\left(x^{t}, y^{t}, z^{t}\right)$ and $U B_{t}=F_{t}\left(x^{t}, y^{t}, z^{t}\right)$. Otherwise, we prune the node because its solution is dominated by the upper bound.
3. Upper bounds on T-ILP nodes. If the optimal value of T-ILP $F_{1}\left(x^{t}, y^{t}, z^{t}\right)$ (or in fact a lower bound on the optimal value) is dominated by the upper bound (that is, if $\left.F_{1}\left(x^{t}, y^{t}, z^{t}\right) \geqslant U B_{t}\right)$, then we can prune this node because there cannot be any better integer solution in the subtree rooted at each level of the LP-relaxation problem.

### 3.6. Cutting procedure for tri-level integer linear programming

If a solution for ( $\overline{\mathbf{H P R}})$ containing any fractional element, we apply the branching rules to remove such fractional infeasibility. However, if at node $t$ a solution ( $x^{t}, y^{t}, z^{t}$ ) of $\overline{\mathbf{H P R}}_{t}$ satisfies integrality condition but not tri-level feasibility, we aim at deriving a cutting plane that will cut off the point ( $x^{t}, y^{t}, z^{t}$ ) from the search region while not affecting all the points in $\mathscr{R}^{\mathrm{I}}$. To this end we introduce a valid inequality constraint into the problem $\mathbf{H P R}_{t}$ and re-solve it.

A valid inequality for an integer program (IP) is any constraint that does not eliminate any feasible integer solutions [5]. But, for a tri-level integer program, this is not the only case. A valid inequality for a tri-level integer program is any constraint that does eliminate a point which is integer feasible but not tri-level feasible. It is also called a cutting plane, or simply an intersection cut [10].

In tri-level integer linear programming, we are interested in finding such valid inequalities for $\mathscr{R}^{1}$. One reason for this interest is derived from the relationship $\mathscr{R}^{\mathrm{I}} \subseteq \Omega^{\mathrm{I}}$ and it allows us to separate fractional solutions to the LP resulting from the removal of the lower-level optimality and integrality restrictions. A second motivation is that we can separate points that are integer but not tri-level feasible, that is, we want intersection cuts that eliminate some members of $\Omega^{\mathrm{I}}$ but leave all others that are in $\mathscr{R}^{\mathrm{I}}$.

Because the first two conditions (C1) and (C2) of the feasibility conditions (given on page 235) are enforced through the constraints of $\overline{\mathbf{H P R}_{t}}$ and branching, the requirement for membership of the solution $\left(x^{t}, y^{t}, z^{t}\right)$ in $\Omega^{1}$ is clear. Therefore, we must derive valid inequalities from the other two Conditions (C3) and (C4). But the process of defining such valid inequality depends on the type of the problem to be solved.

1. Valid inequality: For tri-level programming problems, in which all the problem data are integer (with possible exception of the objective function), the valid inequality as defined in [7] can be used to separate an integer solution ( $x^{\mathrm{t}}, \mathrm{y}^{\mathrm{t}}, z^{\mathrm{t}}$ ) of the relaxed problem $\overline{\mathbf{H P R}}_{\mathrm{t}}$ from the set $\operatorname{conv}\left(\mathscr{R}^{\mathrm{I}}\right)$. This cut can be derived by combining all inequalities that are binding at $\left(x^{t}, y^{t}, z^{t}\right)$ as described in Proposition 3.4 below.
2. Intersection cuts: If the class of problem is not under the above category, one may consider using the idea of intersection cuts as described in [9]. This cut procedure is valid for problems that satisfy the conditions that $A_{j} x+B_{j} y+C_{j} z-b_{j}^{\prime}$ are integer for $\mathfrak{j}=2,3$ at all solutions $(x, y, z)$ of (HPR). The intersection cuts can be employed for removing the infeasible integer solution ( $x^{\mathrm{t}}, \mathrm{y}^{\mathrm{t}}, z^{\mathrm{t}}$ ) from the feasible region, but it is not guaranteed when the lower level constraints are not integer at those points.
3. Hypercube intersection cuts: If the constraints of the lower level problems $A_{j} x+B_{j} y+C_{j} z-b_{j}^{\prime}, j=2,3$ are not integer at the solution points, one may use the hypercube intersection cut as defined in Theorem 6 of [10]. The additional conditions in this cut are of the form $x_{i}^{t}-1 \leqslant x^{t} \leqslant x_{i}^{t}+1$ if Condition (C3) is violated, and additional constraints of the form $y_{i}^{t}-1 \leqslant y^{t} \leqslant y_{i}^{t}+1$ will be used if Condition (C4) is violated.

Proposition 3.4 (Generating Valid Inequalities). Let $(\bar{x}, \bar{y}, \bar{z}) \in \Omega^{\mathrm{I}}$ be a basic feasible solution to $(\overline{\mathrm{HPR}})$, where all the problem data in (HPR) are integer. Let J be the set of indices of constraints that are binding at $(\bar{x}, \bar{y}, \bar{z})$, then

$$
\pi_{1} x+\pi_{2} y+\pi_{3} z \leqslant \pi_{0}-1
$$

is valid for $\mathbb{R}^{\mathrm{I}}$, where $\left(\pi_{1}, \pi_{2}, \pi_{3}\right)=\sum_{i \in J}\left(a_{i}, b_{i}, c_{i}\right)$ and $\pi_{0}=\sum_{i \in J} b_{i}^{\prime}$.
Proof. The proof follows the same arguments as in [7].
The fact that $(\bar{x}, \bar{y}, \bar{z})$ is a basic feasible point implies that there exist $n=n_{1}+n_{2}+n_{3}$ linearly independent constraints in the description of $\Omega$ that are binding at $(\bar{x}, \bar{y}, \bar{z})$. Thus, the system $a_{i}^{\top} x+b_{i}^{\top} y+c_{i}^{\top} z=b_{i}^{\prime}$, $i \in J$ has a unique solution, namely ( $\bar{x}, \bar{y}, \bar{z}$ ). This, in turn, implies that $(\bar{x}, \bar{y}, \bar{z})$ is the unique point of intersection between the hyperplane defined by the equation $\pi_{1} x+\pi_{2} y+\pi_{3} z=\pi_{0}$ and the set $\Omega^{\mathrm{I}}$ where $\left(\pi_{1}, \pi_{2}, \pi_{3}\right)=\sum_{i \in J}\left(a_{i}, b_{i}, c_{i}\right)$ and $\pi_{0}=\sum_{i \in J} b_{i}^{\prime}$. It follows that the inequality $\pi_{1} x+\pi_{2} y+\pi_{3} z \leqslant \pi_{0}$ is valid for $\Omega$. Because the face of $\Omega$ induced by this inequality does not contain any other members of $\Omega^{1}$ and there does not exist $(x, y, z) \in \mathbb{Z}_{+}^{\mathfrak{n}_{1}} \times \mathbb{Z}_{+}^{n_{2}} \times \mathbb{Z}_{+}^{n_{3}}$ such that $\pi_{1} x+\pi_{2} y+\pi_{3} z \in\left(\pi_{0}-1, \pi_{0}\right)$, this implies that the inequality $\pi_{1} x+\pi_{2} y+\pi_{3} z \geqslant \pi_{0}$ is valid for $\Omega^{\mathrm{I}} \backslash(\bar{x}, \bar{y}, \bar{z})$. Then applying property (ii) of Observation 3.1 yields the required result.

### 3.7. Description of the proposed method

Given a tri-level integer optimization problem (2.1), the goal of a branch-and-cut procedure is to iteratively build a search tree $T$ of subproblems, or subsets of the search space to find an optimal solution

$$
\left(x^{*}, y^{*}, z^{*}\right) \in \underset{(x, y, z) \in \mathscr{R}^{\mathrm{I}}}{\operatorname{argmin}} F_{1}(x, y, z) .
$$

As a first step in this procedure, one needs to solve the LP-relaxation of the high point problem:

$$
\begin{align*}
\min & F_{1}(x, y, z)  \tag{HPR}\\
\text { s.t. } & (x, y, z) \in \Omega
\end{align*}
$$

using any linear programming solver to get a solution ( $\left.\bar{x}_{1}, \bar{y}_{1}, \bar{z}_{1}\right)$.
If the solution to ( $\overline{\mathrm{HPR}}$ ) is infeasible (i.e., if condition (C1) is violated), then the T-ILP (2.1) is also infeasible and hence the process will be terminated according to the assertion in Proposition 3.3. Otherwise, if it is feasible but $\left(\bar{x}_{1}, \bar{y}_{1}, \bar{z}_{1}\right) \notin \mathbb{Z}_{+}^{n}$ (i.e., tri-level feasibility condition (C2) is violated), then apply ILP-Branch as indicated in Subsection 3.3 and solve the branched ( $\overline{\mathrm{HPR}}$ ) problems again in each branch. On the other hand, if the solution satisfies integer feasibility conditions (C1) \& (C2), then we set the lower bound to be $\mathrm{LB}_{\mathrm{t}}=\mathrm{F}_{1}\left(\bar{x}_{1}, \overline{\mathrm{y}}_{1}, \bar{z}_{1}\right)$ and check whether it satisfies tri-level feasibility conditions (C3) and (C4).

To check tri-level feasibility condition (C3), fix $x:=\bar{x}^{1}$ and solve the middle level problem

$$
\begin{equation*}
\min _{(y, z) \in \Omega \cap\{x: x=\bar{x}\}} F_{2}(x, y, z), \tag{LLP}
\end{equation*}
$$

using any linear programming solver to get a solution $\left(\bar{y}_{2}, \bar{z}_{2}\right)$.
Let the solution to this (LLP) be ( $\bar{y}_{2}, \bar{z}_{2}$ ). Similarly, if this solution to (LLP) is infeasible, additional investigation is needed and the current process will be terminated. Otherwise, if it is feasible but ( $\left.\overline{\mathrm{y}}_{2}, \bar{z}_{2}\right) \notin$ $\mathbb{Z}_{+}^{\mathfrak{n}_{2}} \times \mathbb{Z}_{+}^{\boldsymbol{n}_{3}}$, then apply ILP-Branch to separate at ( $\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}$ ) and solve (LLP) again in each corresponding branch. On the other hand, if the solution satisfies integer feasibility, then we must check whether it satisfies tri-level feasibility conditions.

If the point ( $\left.\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right)$ is feasible but $F_{2}\left(\bar{x}_{1}, \bar{y}_{1}, \bar{z}_{1}\right) \neq \mathrm{F}_{2}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right)$, then we generate a valid inequality (as outlined in Subsection 3.6) and incorporate it to (HPR). With this modification, the problem is reoptimized to improve the bound for ( $\overline{\mathbf{H P R}})$. On the other hand, if $\mathrm{F}_{2}\left(\bar{x}_{1}, \bar{y}_{1}, \bar{z}_{1}\right)=\mathrm{F}_{2}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right)$, then $\left(\bar{y}_{2}, \bar{z}_{2}\right)$ is optimal for (LLP) and we conclude that ( $\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}$ ) is feasible for the second level problem and satisfies condition (C3).

If ( $\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}$ ) satisfies conditions (C1), (C2), and (C3), then we must check whether it also satisfies condition (C4). This is done by fixing $(x, y):=\left(\bar{x}_{1}, \bar{y}_{2}\right)$ and solving the third level problem:

$$
\begin{equation*}
\min _{z \in \Omega \cap\left\{x:(x, y)=\left(\bar{x}_{1}, \bar{y}_{2}\right)\right\}} F_{3}(x, y, z) . \tag{LLLP}
\end{equation*}
$$

Assume that the solution to this (LLLP) be $\bar{z}_{3}$. Similar to the middle follower step, if the solution to (LLLP) is infeasible, the node will be pruned. In addition, if $\bar{z}_{3}$ is not an integer, one needs to apply the branching rule until we obtain integer $\bar{z}_{3}$. If $F_{3}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right)=F_{3}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{3}\right)$, then $\bar{z}_{3}$ is optimal for (LLLP) and we can conclude that ( $\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{3}$ ) is tri-level feasible, and the optimal solution is obtained for the current node, and the node is pruned. Otherwise, we must again generate a valid inequality (or a cutting plane) separating $\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{3}\right)$ from conv $\mathscr{R}^{I}$. Now suppose $F_{3}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right) \neq F_{3}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{3}\right)$. In this case, $\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{3}\right)$ does not satisfy condition (C4) and is therefore not feasible for the third level. We may still use ( $\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{3}$ ) to update the upper bound of the original problem, but we would like to add an inequality to (LLLP) that is valid for $\Omega^{\mathrm{I}}$ and is violated by ( $\overline{\mathrm{x}}_{1}, \bar{y}_{2}, \bar{z}_{3}$ ) using the procedure in Subsection 3.6 and the problem is re-optimized to improve the bound for ( $\overline{\mathrm{HPR}})$. This process repeats until a final optimal solution is obtained.

The above procedure that solves integer tri-level programming problems is summarized in Algorithm 1.

Proposition 3.5. The procedures described in Algorithm 1 terminate at a global optimal solution of problem (2.1) in a finite number of steps.
Proof. First observe that every discrete collection of non-empty bounded sets of $\Omega_{\mathrm{t}}^{\mathrm{I}}$ is finite because $\Omega^{\mathrm{I}}$ is countably compact. Then, as mentioned in ( $\overline{\mathbf{H P R}}$ ), each of the problems $\left(\mathbf{L P}_{\mathrm{t}}\right)$, and $\left(\mathbf{L L P}_{\mathrm{t}}\right)$ has an optimal solution at an extreme point of LP-relaxation of $\left(\Omega_{t}^{i}\right)^{I} \subseteq \Omega^{I}$ for $i=0,1,2$ or has no solution. Then all the integer constrained variable vectors $x, y$ and $z$ have finite lower and upper bounds in ( $\overline{\mathbf{H P R}}),\left(\mathbf{L P}_{t}\right)$, and $\left(\mathbf{L L P}_{\mathrm{t}}\right)$. Branching and generating valid inequality steps $2.2,3.3,3.3 .1,4,2$ and 4.3 .1 of Algorithm 1 on the tightness of the follower's constraints imply an implicit enumeration of all bases of $\left(\Omega_{t}^{i}\right)^{1}$, which occur finite number of times. Moreover, the steps do not cycle as they are done in a sequence unless simplification or branching takes place, which can happens again only a finite number of times.

In addition, the while loop that begins at Step 2 of Algorithm 1, completes after at most $\left|\Omega^{I}\right|+1$ iterations. Then, by the finiteness of $\Omega^{I}$, there must be two iterations $i$ and $k, 1 \leqslant i<k \leqslant\left|\Omega^{I}\right|+1$, such that $U B_{i}=F_{1}\left(x^{*}, y^{*}, z^{*}\right)=L B_{k}$. Therefore, Algorithm 1 reaches at the condition $U B_{k}=L B_{k}$ in iteration k , and terminates with solution $\left(\mathrm{x}_{\mathrm{k}}^{*}, y_{\mathrm{k}}^{*}, z_{\mathrm{k}}^{*}\right)$ after iteration k . Because the algorithm terminates in no more than $\left|\Omega^{I}\right|+1$ iterations with a tri-level feasible solution whose objective value equals an upper bound on $F_{1}\left(x^{*}, y^{*}, z^{*}\right)$, Algorithm 1 terminates finitely with a global optimal solution.

Remark 3.6. Even if the scope of this paper is to solve tri-level integer programming problems, the same algorithm can be easily extended to solve higher level (multilevel) programming problems with the same formulations and that satisfy the necessary assumptions in the article. This can be achieved by applying repeatedly and recursively Steps $3 \& 4$ of Algorithm 1 for any lower level problems, if there are some beyond the third level.

Algorithm 1: Pseudo code for the Branch-and-cut algorithm.

1. (Initialization) Initialize $\mathrm{UB}=\mathrm{UB}_{0}=\infty, \mathrm{LB}_{0}=-\infty$, and set counter $\mathrm{t}=1$
2. while UB $>L B B_{t}$ Do :

Solve the top level $\left(\overline{\mathbf{H P R}}_{\mathrm{t}}\right)$ to get a solution $\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{1}^{\mathrm{t}}, \bar{z}_{1}^{\mathrm{t}}\right)$

$$
\begin{aligned}
\min & F_{1}(x, y, z) \\
\text { s.t. } & (x, y, z) \in \Omega_{t}
\end{aligned}
$$

$\left(\overline{\mathrm{HPR}}_{\mathrm{t}}\right)$
2.1 If $\left(\overline{\mathrm{HPR}}_{\mathrm{t}}\right)$ is infeasible or $\mathrm{F}_{1}\left(\overline{\mathrm{x}}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{1}^{\mathrm{t}}, \bar{z}_{1}^{\mathrm{t}}\right) \geqslant \mathrm{UB}$, then prune it due to infeasibility;
2.2 else if $\left(\bar{x}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{1}^{\mathrm{t}}, \bar{z}_{1}^{\mathrm{t}}\right) \notin \mathbb{Z}_{+}^{n}$, then apply (ILP) cutting plane techniques or Branch to separate ( $\overline{\mathrm{x}}_{1}^{\mathrm{t}}, \bar{y}_{1}^{\mathrm{t}}, \bar{z}_{1}^{\mathrm{t}}$ ) from $\Omega_{\mathrm{t}}^{\mathrm{I}}$ and re-solve ( $\overline{\mathrm{HPR}}_{\mathrm{t}}$ ) with the new branches.
2.3 else if conditions (C1) and (C2) are satisfied, set $L B_{t}=F_{1}\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{1}^{\mathrm{t}}, \bar{z}_{1}^{\mathrm{t}}\right)$ and go to Step 3 .
3. Fix $\bar{x}_{1}^{\mathrm{t}} \longleftarrow x$, set $\Omega_{\mathrm{t}}^{2}=\Omega_{\mathrm{t}} \cap\left\{x: x=\bar{x}_{1}^{\mathrm{t}}\right\}$ and solve the relaxed problem of $\left(\mathbf{L} \mathbf{P}_{\mathrm{t}}\right)$ :

$$
\begin{equation*}
\min _{(y, z) \in\left(\Omega_{\mathfrak{t}}^{2}\right)^{1}} F_{2}(x, y, z) \tag{t}
\end{equation*}
$$

to get $\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{2}^{\mathrm{t}}\right)$.
3.1 If the relaxation of problem $\left(\mathbf{L P}_{\mathrm{t}}\right)$ is infeasible, prune.
3.2 else if $\left(\bar{x}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{2}^{\mathrm{t}}, \bar{z}_{2}^{\mathrm{t}}\right) \notin \mathbb{Z}_{+}^{n}$, then apply (ILP) cutting plane technique or Branching to separate $\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{2}^{\mathrm{t}}\right)$ from $\left(\Omega_{t}^{2}\right)^{\mathrm{I}}$ and re-solve the relaxation of problem $\left(\mathbf{L P}_{\mathrm{t}}\right)$ in each of the two branches.
3.3 else $\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{2}^{\mathrm{t}}\right) \in \mathbb{Z}_{+}^{n}$ and:
3.3.1 If $\mathrm{F}_{2}\left(\overline{\mathrm{x}}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{2}^{\mathrm{t}}, \bar{z}_{2}^{\mathrm{t}}\right)=\mathrm{F}_{2}\left(\overline{\mathrm{x}}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{1}^{\mathrm{t}}, \bar{z}_{1}^{\mathrm{t}}\right)$ and condition (C3) are all satisfied, then go to Step 4 .
3.3.2 Otherwise, update $U B_{t}=F_{1}\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{2}^{\mathrm{t}}\right)$ and construct a cutting plane (valid inequality) using the technique in Subsection 3.6 and go to Step 2.
4. Fix $\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{1}^{\mathrm{t}}\right) \longleftarrow(\mathrm{x}, \mathrm{y})$, set $\Omega_{\mathrm{t}}^{3}=\Omega_{\mathrm{t}}^{2} \cap\left\{(\mathrm{x}, \mathrm{y}):(\mathrm{x}, \mathrm{y})=\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{1}^{\mathrm{t}}\right)\right\}$ and solve the relaxation of

$$
\min _{z \in\left(\Omega_{t}^{3}\right)^{I}} F_{3}(x, y, z)
$$

$\left(\mathbf{L L P}_{\mathrm{t}}\right)$
to get $\left(\bar{x}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{2}^{\mathrm{t}}, \bar{z}_{3}^{\mathrm{t}}\right)$.
4.1 If the relaxation of problem $\left(\mathbf{L L P}_{\mathrm{t}}\right)$ is infeasible, prune.
4.2 else if $\left(\bar{x}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{2}^{\mathrm{t}}, \bar{z}_{3}^{\mathrm{t}}\right) \notin \mathbb{Z}_{+}^{n}$, then apply (ILP) cutting plane techniques or Branch to separate $\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{3}^{\mathrm{t}}\right)$ from $\left(\Omega_{t}^{3}\right)^{\mathrm{I}}$ and solve ( $\mathbf{L L P}_{\mathrm{t}}$ ) again.
4.3 else $\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{3}^{\mathrm{t}}\right) \in \mathbb{Z}_{+}^{n}$ and:
4.3.1 If $\mathrm{F}_{3}\left(\bar{x}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{2}^{\mathrm{t}}, \bar{z}_{3}^{\mathrm{t}}\right)=\mathrm{F}_{3}\left(\overline{\mathrm{x}}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{1}^{\mathrm{t}}, \bar{z}_{1}^{\mathrm{t}}\right)$ and condition (C3) is satisfied, update $\mathrm{UB}_{\mathrm{t}}=\mathrm{F}_{1}\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{3}^{\mathrm{t}}\right)$ and set the incumbent solution to be $\left(\bar{x}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{2}^{\mathrm{t}}, \bar{z}_{3}^{\mathrm{t}}\right) \longleftarrow\left(\bar{x}_{1}^{\mathrm{t}}, \overline{\mathrm{y}}_{2}^{\mathrm{t}}, \bar{z}_{2}^{\mathrm{t}}\right)$, update $\mathrm{UB}=\min \left\{\mathrm{UB}, \mathrm{UB}_{\mathrm{t}}\right\}$, and prune by optimality.
4.3.2 Otherwise, update $U B_{t}=F_{1}\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{3}^{\mathrm{t}}\right)$ and construct a polyhedron (valid inequality) using the technique in Subsection 3.6 and go to Step 2.
5. $\mathrm{t}=\mathrm{t}+1$;
6. end while
7. Return $\left(\bar{x}^{t}, \bar{y}^{t}, \bar{z}^{t}\right)$.

## 4. Numerical examples

To demonstrate the performance of the proposed branch-and-cut algorithm, the following 3 examples are formulated and solved using the procedures outlined in the previous section.

Example 4.1. Consider the following discrete tri-level programming problem:

$$
\begin{array}{ll}
\min _{x_{1}, x_{2}, x_{3}} & F_{1}= \\
\text { s.t. } \min _{y_{1}, y_{2}} \quad & F_{2}= \\
\text { s.t. } x_{1}+x_{1}+y_{1}-2 x_{2} \\
z_{1}, z_{2} \\
& F_{3}=2 x_{1}+x_{2}+2 x_{2}+3 y_{2}+x_{3}+5 z_{1}+2 x_{2}+2 z_{1}+10 z_{2},  \tag{4.1}\\
& \begin{aligned}
\text { s.t. } \quad & 6.4 x_{1}+7.2 x_{2}+2.5 x_{3} \leqslant 11.5, \\
& -8 x_{1}-4.9 x_{2}-3.2 x_{3} \leqslant 5, \\
& 3.3 x_{1}+4.1 x_{2}+0.002 x_{3}+0.2 y_{1}+0.8 y_{2}+4 z_{1}+4.5 z_{2} \leqslant 1, \\
& y_{1}+y_{2}+z_{1}+z_{2} \geqslant 1, \\
& -10 \leqslant x_{1}, x_{2} \leqslant 10, \\
& x_{1}, x_{2}, x_{3} \in \mathbb{Z}^{3}, y_{1}, y_{2}, z_{1}, z_{2} \in\{0,1\}^{4} .
\end{aligned}
\end{array}
$$

This problem also appears in [2] but in mixed integer tri-level programming form. We solve here below the discrete version of this problem applying the procedures in Algorithm 1.
Iteration 1: Initialization: $\mathrm{UB}_{0}=\infty, \mathrm{LB}_{0}=-\infty$, and set counter $\mathrm{t}=1$.
Step 1: (Relaxed solution) Solve the top level high point problem

$$
\begin{align*}
& \min \quad F_{1}=-7 x_{1}+y_{1}-2 x_{2} \\
& \text { s.t. } \quad 6.4 x_{1}+7.2 x_{2}+2.5 x_{3} \leqslant 11.5 \\
&-8 x_{1}-4.9 x_{2}-3.2 x_{3} \leqslant 5 \\
& 3.3 x_{1}+4.1 x_{2}+0.002 x_{3}+0.2 y_{1}+0.8 y_{2}+4 z_{1}+4.5 z_{2} \leqslant 1  \tag{4.2}\\
& y_{1}+y_{2}+z_{1}+z_{2} \geqslant 1 \\
&-10 \leqslant x_{1}, x_{2} \leqslant 10 \\
& x_{1}, x_{2}, x_{3} \in \mathbb{R}^{3}, \quad 0 \leqslant y_{1}, y_{2}, z_{1}, z_{2} \leqslant 1
\end{align*}
$$

using any linear programming solver to get the solution

$$
\left(\bar{x}_{1}^{1}, \bar{x}_{2}^{1}, \bar{x}_{3}^{1}, \bar{y}_{1}^{1}, \bar{y}_{2}^{1}, \bar{z}_{1}^{1}, \bar{z}_{2}^{1}\right)=(10,-8.2371,-13.9494,0,1,0,0)
$$

and with the corresponding objective value $F_{1}=-53.5258$.
Now, since $\bar{x}_{2}$ must take an integer value in (4.2), the optimal solution has to satisfy either the condition $x_{2} \leqslant-9$ or $x_{2} \geqslant-8$. It follows that the optimal solution of (4.2) will be the best among the optimal solutions of the subproblems (LR1) and (LR2) which are defined as follows:

$$
\begin{array}{ll}
\min & F_{1}=-7 x_{1}+y_{1}-2 x_{2} \\
\text { s.t. } & 6.4 x_{1}+7.2 x_{2}+2.5 x_{3} \leqslant 11.5 \\
\quad & -8 x_{1}-4.9 x_{2}-3.2 x_{3} \leqslant 5 \\
& 3.3 x_{1}+4.1 x_{2}+0.002 x_{3}+0.2 y_{1}+0.8 y_{2}+4 z_{1}+4.5 z_{2} \leqslant 1 \\
& y_{1}+y_{2}+z_{1}+z_{2} \geqslant 1  \tag{4.3}\\
& x_{2} \leqslant-9 \\
& -10 \leqslant x_{1}, x_{2} \leqslant 10 \\
& x_{1}, x_{2}, x_{3} \in \mathbb{R}^{3}, \quad 0 \leqslant y_{1}, y_{2}, z_{1}, z_{2} \leqslant 1
\end{array}
$$

$$
\begin{array}{ll}
\min & F_{1}=-7 x_{1}+y_{1}-2 x_{2} \\
\text { s.t. } & 6.4 x_{1}+7.2 x_{2}+2.5 x_{3} \leqslant 11.5 \\
\quad-8 x_{1}-4.9 x_{2}-3.2 x_{3} \leqslant 5 \\
& 3.3 x_{1}+4.1 x_{2}+0.002 x_{3}+0.2 y_{1}+0.8 y_{2}+4 z_{1}+4.5 z_{2} \leqslant 1 \\
& y_{1}+y_{2}+z_{1}+z_{2} \geqslant 1  \tag{4.4}\\
& x_{2} \geqslant-8 \\
& -10 \leqslant x_{1}, x_{2} \leqslant 10 \\
& x_{1}, x_{2}, x_{3} \in \mathbb{R}^{3}, \quad 0 \leqslant y_{1}, y_{2}, z_{1}, z_{2} \leqslant 1
\end{array}
$$

The above procedure is a branching operation on variable $\bar{x}_{2}$.
By solving sub-problem (LR1), we determine that there is no feasible solution and hence (4.3) contains no integer solution. Therefore, the branch is pruned by infeasibility. But, solving the sub-problem (4.4), we obtain the optimal solution of the sub-problem to be $\left(\bar{x}_{1}^{1}, \bar{x}_{2}^{1}, \bar{x}_{3}^{1}, \bar{y}_{1}^{1}, \bar{y}_{2}^{1}, \bar{z}_{1}^{1}, \bar{z}_{2}^{1}\right)=(10,-8,-14.3125,0,1,0,0)$ with objective value $F_{1}=-54.0000$. Since this solution is also not an integer, we branch on $\bar{x}_{3}$ to obtain the subproblems (LR3) and (LR4) shown below:

$$
\begin{array}{cl}
\min \quad F_{1}=-7 x_{1}+y_{1}-2 x_{2} \\
\text { s.t. } \quad & 6.4 x_{1}+7.2 x_{2}+2.5 x_{3} \leqslant 11.5 \\
& -8 x_{1}-4.9 x_{2}-3.2 x_{3} \leqslant 5 \\
& 3.3 x_{1}+4.1 x_{2}+0.002 x_{3}+0.2 y_{1}+0.8 y_{2}+4 z_{1}+4.5 z_{2} \leqslant 1 \\
& y_{1}+y_{2}+z_{1}+z_{2} \geqslant 1 \\
& x_{2} \geqslant-8, x_{3} \leqslant-15 \\
& -10 \leqslant x_{1}, x_{2} \leqslant 10 \\
x_{1}, x_{2}, x_{3} \in \mathbb{R}^{3}, \quad 0 \leqslant y_{1}, y_{2}, z_{1}, z_{2} \leqslant 1 \\
\min \quad F_{1} & =-7 x_{1}+y_{1}-2 x_{2} \\
\operatorname{s.t.} \quad 6.4 x_{1}+7.2 x_{2}+2.5 x_{3} \leqslant 11.5 \\
& -8 x_{1}-4.9 x_{2}-3.2 x_{3} \leqslant 5 \\
& 3.3 x_{1}+4.1 x_{2}+0.002 x_{3}+0.2 y_{1}+0.8 y_{2}+4 z_{1}+4.5 z_{2} \leqslant 1  \tag{4.6}\\
& y_{1}+y_{2}+z_{1}+z_{2} \geqslant 1 \\
& x_{2} \geqslant-8, x_{3} \geqslant-14 \\
& -10 \leqslant x_{1}, x_{2} \leqslant 10 \\
x_{1}, & x_{2}, x_{3} \in \mathbb{R}^{3}, \quad 0 \leqslant y_{1}, y_{2}, z_{1}, z_{2} \leqslant 1 .
\end{array}
$$

Here, after solving the sub-problem (4.5), we determine that it has no feasible solution. That means, (4.5) contains no integer solution and then the subproblem is pruned by infeasibility. But, solving the sub-problem (4.6), we obtain the optimal solution: $\left(\bar{x}_{1}^{1}, \bar{x}_{2}^{1}, \bar{x}_{3}^{1}, \bar{y}_{1}^{1}, \bar{y}_{2}^{1}, \bar{z}_{1}^{1}, \bar{z}_{2}^{1}\right)=(10,-8,-14,0,1,0,0)$ with the corresponding objective value of $F_{1}=-54.0000$. Since this is an integer solution, we consider it as possible solution for this branch.

The Branch-and-Bound tree, does not have any active node and therefore the incumbent solution is the best integer solution of the problem, which is $\left(\bar{x}_{1}^{1}, \bar{x}_{2}^{1}, \bar{x}_{3}^{1}, \bar{y}_{1}^{1}, \bar{y}_{2}^{1}, \bar{z}_{1}^{1}, \bar{z}_{2}^{1}\right)=(10,-8,-14,0,1,0,0)$ with objective value $F_{1}=-54$, that is obtained at (4.6) branch. Observe that this solution satisfies conditions (C1) and (C2) and so we update $L B B_{1}=F_{1}=-54$ and the procedure goes to Step 2.
Step 2: Check whether the last solution satisfies condition (C3). To do this:

- Fixing $\left(x_{1}, x_{2}, x_{3}\right) \longleftarrow(10,-8,-14)$ in the middle level problem we solve

$$
\begin{align*}
& \min \quad F_{2}=-x_{1}-3 y_{1}-x_{2}-3 y_{2}+x_{3}+5 z_{1}+2 z_{2} \\
& \text { s.t. } 6.4 x_{1}+7.2 x_{2}+2.5 x_{3} \leqslant 11.5 \\
&-8 x_{1}-4.9 x_{2}-3.2 x_{3} \leqslant 5 \\
& 3.3 x_{1}+4.1 x_{2}+0.002 x_{3}+0.2 y_{1}+0.8 y_{2}+4 z_{1}+4.5 z_{2} \leqslant 1 \\
& y_{1}+y_{2}+z_{1}+z_{2} \geqslant 1  \tag{4.7}\\
& x_{2} \geqslant-8, x_{3} \geqslant-14 \\
& x_{1}=10, x_{2}=-8, x_{3}=-14 \\
&-10 \leqslant x_{1}, x_{2} \leqslant 10 \\
& x_{1}, x_{2}, x_{3} \in \mathbb{R}^{3}, \quad 0 \leqslant y_{1}, y_{2}, z_{1}, z_{2} \leqslant 1
\end{align*}
$$

using any linear programming solver to get $\left(\bar{y}_{1}^{2}, \bar{y}_{2}^{2}, \bar{z}_{1}^{2}, \bar{z}_{2}^{2}\right)=(0,1,0,0)$. Since, $F_{2}\left(\bar{x}_{1}^{1}, \bar{x}_{2}^{1}, \bar{x}_{3}^{1}, \bar{y}_{1}^{2}, \bar{y}_{2}^{2}, \bar{z}_{1}^{2}, \bar{z}_{2}^{2}\right)$ $=-19=F_{2}\left(\bar{x}_{1}^{1}, \bar{x}_{2}^{1}, \bar{x}_{3}^{1}, \bar{y}_{1}^{1}, \bar{y}_{2}^{1}, \bar{z}_{1}^{1}, \bar{z}_{2}^{1}\right)$, then $\left(x_{1}, x_{2}, x_{3}\right)=(10,-8,-14)$ and $\left(y_{1}, y_{2}, z_{1}, z_{2}\right)=(0,1,0,0)$ is also optimal for (4.7) and we can conclude that it is also feasible for the second level and satisfies condition (C3) and so update $U B_{1}=F_{1}=-54$ and go to the next step, Step 3.

Step 3: Check whether it satisfies condition (C4). To this end we have:

- Fix $\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}\right) \longleftarrow(10,-8,-14,0,1)$ in the lower level problem and get the modified lower level problem:

$$
\begin{array}{ll}
\min \quad F_{3}=2 x_{1}+x_{2}+2 x_{3}+y_{1}-4 x_{2}+2 z_{1}+10 z_{2} \\
\text { s.t. } \quad & 6.4 x_{1}+7.2 x_{2}+2.5 x_{3} \leqslant 11.5 \\
& -8 x_{1}-4.9 x_{2}-3.2 x_{3} \leqslant 5 \\
& 3.3 x_{1}+4.1 x_{2}+0.002 x_{3}+0.2 y_{1}+0.8 y_{2}+4 z_{1}+4.5 z_{2} \leqslant 1 \\
& y_{1}+y_{2}+z_{1}+z_{2} \geqslant 1  \tag{4.8}\\
& x_{2}<=-8, x_{3}>=-14 \\
& x_{1}=10, x_{2}=-8, x_{3}=-14 \\
& y_{1}=0, y_{2}=1 \\
& -10 \leqslant x_{1}, x_{2} \leqslant 10 \\
x_{1}, x_{2}, x_{3} \in \mathbb{R}^{3}, \quad 0 \leqslant y_{1}, y_{2}, z_{1}, z_{2} \leqslant 1
\end{array}
$$

After solving the problem (4.8) using any linear programming solver we get the solution $\left(\bar{z}_{1}^{3}, \bar{z}_{2}^{3}\right)=$ $(0,0)$. Since, $F_{3}\left(\bar{x}_{2}^{2}, \bar{x}_{2}^{2}, \bar{x}_{3}^{3}, \bar{y}_{2}^{2}, \bar{z}_{1}^{3}, \bar{z}_{2}^{3}\right)=61=F_{3}\left(\bar{x}_{2}^{2}, \bar{x}_{2}^{2}, \bar{x}_{3}^{2}, \bar{y}_{2}^{2}, \bar{z}_{1}^{2}, \bar{z}_{2}^{2}\right)$, the point $(10,-8,-14,0,1,0,0)$ satisfies condition (C4) and so we update $U B_{1}=F_{1}=-54$.

Since $\mathrm{UB}_{1}=\mathrm{LB}_{1}$, the Algorithm terminates and the point

$$
\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}, \bar{y}_{1}, \bar{y}_{2}, \bar{z}_{1}, \bar{z}_{2}\right)=(10,-8,-14,0,1,0,0)
$$

is the global optimal solution of the problem presented in Eq. (4.1).
As we can see from the solution procedures, the problem in Eq. (4.1) does not require the use of valid inequalities (or intersection cuts) to arrive at the global optimal solution. In the next example we will demonstrate the introduction and use of such cutting hyperplanes.

Example 4.2. Consider the following integer tri-level programming problem:

$$
\begin{array}{ll}
\min _{x} & F_{1}(x, y, z)=-x-4 y-5 z, \text { where }[y, z] \text { solves } \\
\min _{y} & F_{2}(x, y, z)=-2 y, \text { where } z \text { solves } \\
\min _{z} & F_{3}(x, y, z)=z \\
\text { s.t. } & 3 x+6 y+3 z \leqslant 24  \tag{4.9}\\
& x+2 y+3 z \leqslant 12 \\
& 3 x+2 y+z \geqslant 6 \\
(x, y, z) \in \mathbb{Z}_{+}^{1} \times \mathbb{Z}_{+}^{1} \times \mathbb{Z}_{+}^{1}
\end{array}
$$

The procedures of the solution are presented in the following detailed steps.
Iteration 1: Initialization: set $\mathrm{UB}_{0}=\infty, \mathrm{LB}_{0}=-\infty$, and put the counter $\mathrm{t}=1$.
Step 1: Relaxed HPR: Solve the relaxed high point problem

$$
\begin{align*}
\min & F_{1}(x, y, z)=-x-4 y-5 z \\
\text { s.t. } & 3 x+6 y+3 z \leqslant 24 \\
& x+2 y+3 z \leqslant 12  \tag{4.10}\\
& 3 x+2 y+z \geqslant 6 \\
& (x, y, z) \in \mathbb{R}_{+}^{1} \times \mathbb{R}_{+}^{1} \times \mathbb{R}_{+}^{1}
\end{align*}
$$

using any linear programming solver (e.g., the simplex method) to get the solution $\left(\bar{x}_{1}, \bar{y}_{1}, \bar{z}_{1}\right)=(0,3,2)$, with the corresponding objective value $F_{1}=-22$. Since this solution satisfies conditions (C1) and (C2), we update $L B_{1}=F_{1}=-22$ and go to the next step.
Step 2: Fix $x \longleftarrow 0$ in the middle level problem and solve

$$
\begin{array}{cl}
\min & F_{2}(x, y, z)=-2 y \\
\text { s.t. } & 3 x+6 y+3 z \leqslant 24 \\
& x+2 y+3 z \leqslant 12 \\
& 3 x+2 y+z \geqslant 6 \\
& x=0 \\
& (x, y, z) \in \mathbb{R}_{+}^{3}
\end{array}
$$

using any linear programming solver, to get the solution $\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right)=(0,4,0)$ with the corresponding objective value of $F_{2}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right)=-8$. Since $F_{2}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right)=-8<-6=F_{2}\left(\bar{x}_{1}, \bar{y}_{1}, \bar{z}_{1}\right)$, which means $\mathrm{F}_{2}\left(\bar{x}_{1}, \bar{y}_{2}, \bar{z}_{2}\right) \neq \mathrm{F}_{2}\left(\bar{x}_{1}, \bar{y}_{1}, \bar{z}_{1}\right)$, the current solution is not optimal or does not satisfy condition (C3). So, we update $U B_{t}=F_{1}\left(\bar{x}_{1}^{\mathrm{t}}, \bar{y}_{2}^{\mathrm{t}}, \bar{z}_{2}^{\mathrm{t}}\right)=-16$ and generate an inequality which is violated by $(0,3,2)$ and valid for the other feasible points of problem (4.10).

As all the data in problem (4.9) are integer, we can apply the valid inequality technique as described in Subsection 3.6. Therefore, since $3 x+6 y+3 z \leqslant 24$ and $x+2 y+3 z \leqslant 12$ are the inequalities which are binding at $(0,3,2)$, we define a valid inequality by adding the corresponding values in the two inequalities and subtracting 1 from the right-hand-side to get $4 x+8 y+6 z \leqslant 35$. Then append this inequality to the (4.10) and go to Step 1 of the second iteration to improve the bound.

Iteration 2: $\mathrm{UB}_{1}=-16, \mathrm{LB}_{1}=-22$, and set the counter to $\mathrm{t}=2$.
Step 1: Re-optimize (4.10) again by appending the valid inequality $4 x+8 y+6 z \leqslant 35$, i.e., solve the problem:

$$
\begin{align*}
\min & F_{1}(x, y, z)=-x y-4 y-5 y \\
\text { s.t. } & 3 x+6 y+3 z \leqslant 24 \\
& x+2 y+3 z \leqslant 12 \\
& 3 x+2 y+z \geqslant 6  \tag{4.11}\\
& 4 x+8 y+6 z \leqslant 35 \\
& (x, y, z) \in \mathbb{R}_{+}^{1} \times \mathbb{R}_{+}^{1} \times \mathbb{R}_{+}^{1}
\end{align*}
$$

using any linear programming solver to get an optimal solution $\left(\bar{x}^{2}, \bar{y}^{2}, \bar{z}^{2}\right)=(1,1,3)$ with the corresponding objective value of $F_{1}=-20$. Note that this solution satisfies conditions (C1) and (C2), hence we update $L B_{2}=F_{1}=-20$ and go to the next step (Step 2).

The branching steps can be represented graphically in the enumeration tree shown in Figure 2.


Figure 2: Branching steps in the enumeration tree of Example 4.2.
Step 2: Fix $x \longleftarrow 1$ and add the branching constraints $y \leqslant 2, z \geqslant 3, y \leqslant 1, x \geqslant 1$ (as shown in Figure 2) in the middle level of the updated problem and solve the relaxed problem

$$
\begin{align*}
\min & F_{2}(x, y, z)=-2 z \\
\text { s.t. } & 3 x+6 y+3 z \leqslant 24 \\
& x+2 y+3 z \leqslant 12 \\
& 3 x+2 y+z \geqslant 6  \tag{4.12}\\
& 4 x+8 y+6 z \leqslant 35 \\
& y \leqslant 2, z \geqslant 3, y \leqslant 1, x \geqslant 1, x=1 \\
& (x, y, z) \in \mathbb{R}_{+}^{1} \times \mathbb{R}_{+}^{1} \times \mathbb{R}_{+}^{1}
\end{align*}
$$

using any linear programming solver and get an integer solution $\left(\bar{y}^{4}, \bar{z}^{4}\right)=(0,3)$. Since

$$
F_{2}\left(\bar{x}^{3}, \bar{y}^{3}, \bar{z}^{3}\right)=-6=F_{2}\left(\bar{x}^{3}, \bar{y}^{4}, \bar{z}^{4}\right)
$$

the solution $\left(\bar{x}^{3}, \bar{y}^{3}, \bar{z}^{3}\right)$ is also optimal for (4.12) and hence we conclude that $\left(\bar{x}^{3}, \bar{y}^{3}, \bar{z}^{3}\right)=(1,1,3)$ is feasible for the second level problem. That means, it satisfies condition (C3). So, we update $U B_{1}=F_{1}=-20$ and go to the next step.
Step 3: Fixing $(x, y) \longleftarrow(1,1)$ in the lower level problem we obtain the following problem.

$$
\begin{array}{ll}
\min _{x_{1}} & F_{3}(x, y, z)=z \\
\text { s.t. } & 3 x+6 y+3 z \leqslant 24 \\
& x+2 y+3 z \leqslant 12 \\
& 3 x+2 y+z \geqslant 6 \\
& 4 x+8 y+6 z \leqslant 35 \\
& y \leqslant 2, z \geqslant 3, y \leqslant 1, x \geqslant 1 \\
& x=1, y=1 \\
& (x, y, z) \in \mathbb{R}_{+}^{1} \times \mathbb{R}_{+}^{1} \times \mathbb{R}_{+}^{1}
\end{array}
$$

Solving this problem using any linear programming solver we get $\bar{z}^{5}=3$. Then, $\left(\bar{x}^{5}, \bar{y}^{5}, \bar{z}^{5}\right)=(1,1,3)$ satisfies condition (C4). Therefore, we set $\mathrm{UB}_{1}=-20=\mathrm{LB}_{1}$, and hence the algorithm terminates. That means, the point $\left(x^{*}, y^{*}, z^{*}\right)=(1,1,3)$ is the optimal solution of the problem presented in Eq. (4.9).

The following third example has the same structure as in Example 4.2, but contains more number of variables at each decision level.

Example 4.3. Consider the following tri-level integer linear programming problem:

$$
\begin{gathered}
\min _{x_{1}, x_{2}} F_{1}=9 x_{1}+6 x_{2}+6 x_{3}+2 x_{4}+x_{5}-4 x_{6} \\
\text { s.t. } \min _{x_{3}, x_{4}} F_{2}=x_{1}+2 x_{3}-x_{6} \\
\text { s.t. } \min _{x_{5}, x_{6}} \quad F_{3}=x_{4}+x_{5}-x_{6} \\
\text { s.t. } 3 x_{1}-3 x_{2}-8 x_{3}+10 x_{4}+8 x_{5}+5 x_{6} \leqslant 8 \\
\\
6 x_{1}+4 x_{2}+3 x_{3}+10 x_{4}+8 x_{5}-7 x_{6} \leqslant 9 \\
\\
x_{1}+x_{2}+x_{3}+x_{4}+x_{5}-x_{6} \leqslant 10 \\
\\
-x_{1}-x_{2}-x_{3}+x_{4}-x_{5}+x_{6} \leqslant 4 \\
\\
x_{1}+x_{2}+x_{3} \leqslant 10 \\
\\
x_{3}+x_{5}+x_{6} \leqslant 8 \\
x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6} \in \mathbb{Z}_{+}^{6} .
\end{gathered}
$$

Applying the same procedures as in Example 4.2 above we can get the optimal solution of the problem to be $\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}, x_{4}^{*}, x_{5}^{*}, x_{6}^{*}\right)=(0,0,3,0,0,6)$ with the corresponding objective values: $F_{1}=F_{2}=F_{3}=-6$.

## 5. Conclusion and further study

In this study, tri-level linear programming problems are considered, where all the involved variables are assumed to be discrete or integers. The paper introduces a simple and novel branch-and-cut algorithm for the global solution of such problems. The algorithm assumes that the relaxed constraint region is bounded and the reaction sets for each of the followers is nonempty corresponding to a given choice of
leaders decision variable. The algorithm utilizes a modified branch-and-bound procedures together with the introduction of valid inequalities (or intersection cuts) to separate an infeasible point from the rest of the constraint region. Selected numerical examples are presented to demonstrate the performance of the algorithm. The results of the numerical examples show that the algorithm can solve various types of problems and it is very much promising.

One of the advantages of the proposed algorithm is that it employs any existing linear programming solver at each iteration. In addition, it can be easily extendable to solve multi-level discrete linear programming problems by recursively applying the same given procedures. However, the possibility of extending the same algorithm to solve mixed-integer linear multi-level programming problems can be explored in future works. In addition, the definition and characterization of valid inequalities or intersection cuts plays a crucial role in the performance of the Branch-and-cut algorithm for multilevel integer linear programming problems. Therefore, interested researchers can consider derivation of strong valid inequalities (or intersection cuts), especially for problems with more than two levels as possible future direction of research.
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