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Abstract

The theory of sequence spaces is the fundamental of summability and applications to various sequences like Fibonacci sequences were deeply studied. In [A. H. Ganie, In: Matrix Theory-Applications and Theorems, 2018 (2018), 75–86], the author has analyzed the Fibonacci sequences and studied its various properties. By utilizing this concept, the notion of this paper is to introduce new scenario of spaces using Fibonacci numbers. By using Kizmaz operator, we shall introduce the difference sequence spaces $c_J^0(\tilde{\varnothing}_g), c_J(\tilde{\varnothing}_g)$ and $\ell_J^\infty(\tilde{\varnothing}_g)$ by involving Fibonacci sequence and the idea of ideal convergence. We will prove certain basic inclusion relations and study these for some topological properties.
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1. Introduction

The theory of sequence spaces is the fundamental of summability. Summability is a wide field of mathematics, mainly in analysis and functional analysis, and has many applications, for instance, in numerical analysis to speed up the rate of convergence, in operator theory, the theory of orthogonal series, and approximation theory. This subsection serves as a motivation of what follows. Let us represent $\mathbb{C}$ to denote the set of complex numbers and $\mathbb{N}$ to represent the set of whole numbers. Then, we symbolize by $\Psi = \mathbb{C}^\mathbb{N} = \{ \rho = (\rho_j) : \rho : \mathbb{N} \to \mathbb{C}, j \to \rho_j \}$, and it represents the set of all real or complex valued sequences $\rho = (\rho_j)^{\infty}_{j=0}$. Any linear subspace of $\Psi$ is called as a sequence space. Denote by $\ell_\infty, c$ and $c_0$ to be the set of all bounded sequences, convergent sequences, and the sequences converging to zero, respectively.

*Corresponding author
Email address: a.ganie@seu.edu.sa (Abdul Hamid Ganie)

doi: 10.22436/jmcs.026.02.01

Received: 2021-09-09 Revised: 2021-10-13 Accepted: 2021-10-16
We let the j-section of any sequence \( \rho = (\rho_r) \) be denoted by \( \rho^{(j)} = \sum_{i=0}^{\infty} \rho_i e_i \), where \( e_i \) has value as 1 in i-th place and 0 elsewhere and we represent \( e \) to be \( e = (1, 1, 1, \cdots) \).

A coordinate space (or K-space) is a vector space of numerical sequences, where addition and scalar multiplication are defined pointwise. That is, a sequence space \( X \) provided each of the maps \( \pi_j : X \to \mathbb{C} \) defined by \( \pi_j(x) = x_j \) is continuous for all \( j \in \mathbb{N} \). A BK-space is a K-space, which is also a Banach space with continuous coordinate functionals \( f_j(x) = x_j \), with \( j = 1, 2, \cdots \). A K-space is called an FK-space provided \( X \) is a complete linear metric space. An FK-space whose topology is normable is called a BK-space. A BK-space \( X \supset \varnothing \), the set of all finite sequences that terminate in zeros, is said to have AK if every sequence \( \rho = (\rho_m) \in X \) can be expressed in one and only one way as
\[
\rho = \sum_{m=0}^{\infty} \rho_m e_m.
\]

As in \([1, 13, 35–38]\), let \( B = (b_{ij}) \) be an infinite matrix of complex numbers \( b_{ij} \) and \( \mathcal{U}, \mathcal{V} \) two subsets of \( \Psi \). We say that the matrix \( B \) defines a matrix transformation from \( \mathcal{U} \) into \( \mathcal{V} \) if for every sequence \( \rho = (\rho_j) \in \mathcal{U} \) the sequence \( B(s) = (B_j(\rho)) \in \mathcal{V} \), where \( B_j(\rho) = \sum_i b_{ij} \rho_i \) converges for each \( j \). We denote the class of matrix transformations from \( \mathcal{U} \) into \( \mathcal{V} \) by \( (\mathcal{U}, \mathcal{V}) \).

The matrix domain of an infinite matrix \( B \) in a sequence space \( \Lambda \) is defined by
\[
\Lambda_B = \{ \rho = (\rho_j) \in \Psi : B \rho \in \Lambda \},
\]
which is a sequence space. If \( B = \Delta \), where \( \Delta \) is the backward difference matrix defined by
\[
\Delta = \Delta_{rk} = \begin{cases} (-1)^{r-k}, & r-1 \leq k \leq r, \\ 0, & 0 \leq k < r-1 \text{ or } k > r, \end{cases}
\]
for all \( r, k \in \mathbb{N} \), then \( \Lambda_{\Delta} \) is called the difference sequence space defined by the domain of a triangle matrix \( B \) whenever \( \lambda \) is a normed linear space or paranormed sequence space as can be seen in \([15–18, 21, 22, 29]\), and many others.

The notion of difference sequence spaces was introduced by Kizmaz [26] and can be seen in \([10, 12]\) as follows:
\[
\Lambda(\Delta) := \{ \rho = (\rho_m) \in \Psi : (\rho_m - \rho_{m+1}) \in \Lambda \},
\]
for \( \lambda \in \{\ell_\infty, c, c_0\} \). In recent years, some researchers have addressed the approach to constructing a new sequence space by means of the matrix domain of a particular limitation method; see, for instance, \([3, 4, 7, 31]\) and the references therein. In [23], the author has studied the following difference sequence space
\[
\ell_\infty(\tilde{\Omega}) = \left\{ \rho = (\rho_j) \in \Psi : \sup_{j \in \mathbb{N}} \left| \frac{f_j}{f_{j+1}} \rho_j - \frac{f_{n+1}}{f_{n}} \rho_{j-1} \right| < \infty \right\},
\]
which is derived by the Fibonacci difference matrix \( \tilde{\Omega} = (\tilde{\Omega}_{rk}) \) defined as follows:
\[
\tilde{\Omega}_{rk} = \begin{cases} \frac{-f_{r+k}}{f_r}, & \text{if } k = r-1, \\ \frac{f_k}{f_{r+k}}, & \text{if } 0 \leq k < r-1 \text{ or } k > r, \end{cases}
\]
for all \( r, k \in \mathbb{N} \), and as in \([2, 6, 14, 27, 44]\), \( (f_r)_{r=0}^{\infty} \) represents the sequence of Fibonacci numbers defined by the linear recurrence equalities \( f_0 = f_1 = 1 \) and \( f_r = f_{r-1} + f_{r-2}, \ r \geq 2 \), with the following fundamental
properties:
\[
\lim_{r \to \infty} \frac{f_{r+1}}{f_r} = \frac{1 + \sqrt{5}}{2} = \alpha \quad \text{(Golden Ratio),}
\]
\[
\sum_{k=0}^{r} f_k = f_{r+2} - 1 \quad (r \in \mathbb{N}),
\]
\[
\sum_{k} \frac{1}{f_k} \text{ converges},
\]
\[
f_{r-1}f_{r+1} - f_r^2 = (-1)^{r+1}, \quad r \geq 1 \quad \text{(Cassini's formula),}
\]
which yields \(f_{r-1}^2 + f_rf_{r-1} - f_r^2 = (-1)^{r+1}\) by substituting for \(f_{r+1}\) in Cassini's formula.

Also, let \(\Psi\) denotes any of the spaces \(l_\infty, c, c_0\) and \(l_p\) \((1 \leq p < \infty)\). Then, as in \([11]\), the Fibonacci sequence space \(\Psi(\mathcal{I})\) is defined by
\[
\Psi(\mathcal{I}) = \{\rho = (\rho_k) \in \Psi : \zeta = (\zeta_k) \in \Psi\},
\]
where the sequence \(\zeta = (\zeta_k)\) is the \(\mathcal{I}\)-transform of the sequence \(\rho = (\rho_k)\) and is given by
\[
\zeta_k = \mathcal{I}_\mathcal{I}(\rho) = \frac{1}{f_k} \sum_{i=0}^{k} f_i g_i \rho_i, \quad \forall k \in \mathbb{N}.
\]

For a more detailed information about Fibonacci sequence spaces, we refer to \([5, 20, 25, 40]\). By using the same infinite Fibonacci matrix \(\mathcal{I}_\mathcal{I}\) and the same technique, Başarır et al. \([2]\) have introduced the Fibonacci difference sequence spaces \(c_0(\mathcal{I}_g)\) and \(c(\mathcal{I})\) as the sets of all sequences whose \(\mathcal{I}_g\)-transforms are in the spaces \(c_0\) and \(c\), respectively, that is, is
\[
c_0(\mathcal{I}_g) := \{\rho = (\rho_n) \in \Psi : \lim_{n \to \infty} \mathcal{I}_g n (\rho) = 0\},
\]
and
\[
c(\mathcal{I}_g) := \{\rho = (\rho_n) \in \Psi : \exists \ell \in \mathbb{R} : \lim_{n \to \infty} \mathcal{I}_g n (\rho) = \ell\},
\]
where the sequence \(\mathcal{I}_g n (\rho)\) is the \(\mathcal{I}_g\)-transform of a sequence \(\rho = (\rho_n) \in \Psi\), defined as follows:
\[
\mathcal{I}_g n (\rho) = \begin{cases} 
\frac{f_n}{f_{n-1}} g_n \rho_n = g_n \rho_n, & n = 0, \\
\frac{f_{n+1}}{f_n} g_n \rho_n - \frac{f_{n+1}}{f_n} g_{n-1} \rho_{n-1}, & n \geq 1.
\end{cases}
\]

As in \([30, 32, 43]\), by an ideal we mean a family of sets \(I \subset \mathcal{P}(X)\) (where \(\mathcal{P}(X)\) is the power set of \(X\)) such that
(i) \(\emptyset \in I;\)
(ii) \(A \cup B \in I\) for all \(A, B \in I\); and
(iii) for each \(A \in I\) and \(B \subset A\), we have \(B \in I;\)

\(I\) is called admissible in \(X\) if it contains all singletons, that is, if \(I \supset \{\{x\} : x \in X\}\).

A filter on \(X\) is a nonempty family of sets \(\mathcal{F} \subset \mathcal{P}(X)\) satisfying
(i) \(\emptyset \notin \mathcal{F};\)
(ii) \(A, B \in \mathcal{F}\) implies that \(A \cap B \in \mathcal{F}\); and
(iii) for any \(A \in \mathcal{F}\) and \(B \supset A\), we have \(B \in \mathcal{F}\).
For each ideal $I$, there is a filter $\mathcal{F}(I)$ corresponding to $I$ (a filter associated with ideal $I$), that is, $\mathcal{F}(I) = \{K \subseteq X : K^c \in I\}$, where $K^c = X \setminus K$. In 1999, Kostyrko et al. [28] defined the notion of I-convergence, which depends on the structure of ideals of subsets of $\mathbb{N}$ as a generalization of statistical convergence introduced by Fast [9] and Steinhaus [39] in 1951. Later on, the notion of I-convergence was further investigated from the sequence space point of view and linked with the summability theory by Šalát et al. [33], Tripathy and Hazarika [41, 42], Das et al. [8], and many other authors. Šalát et al. [34] extended the notion of summability fields of an infinite matrix of operators $A$ with the help of the notion of I-convergence, that is, the notion of I-summability and introduced new sequence spaces $c^I_A$ and $m^I_A$, the I-convergence field and bounded I-convergence field of an infinite matrix $A$, respectively. For further details on ideal convergence, we refer to [1, 19, 24], etc.

Throughout the paper, $c^I_0$, $c^I_1$ and $\ell^I_\infty$ denote the I-null, I-convergent, and I-bounded sequence spaces, respectively. In this paper, by combining the definitions of Fibonacci difference matrix $\tilde{\alpha}$ and ideal convergence we introduce the sequence spaces $c^I_0(\tilde{\alpha}_g), c^I_1(\tilde{\alpha}_g)$ and $\ell^I_\infty(\tilde{\alpha}_g)$. Further, we study some topological and algebraic properties of these spaces. Also, we study some inclusion relations concerning these spaces.

Following [9, 28, 33, 39], we recall some definitions and lemmas, which will be used throughout the paper.

**Definition 1.1.** A sequence $\rho = (\rho_n) \in \Psi$ is said to be statistically convergent to a number $\ell \in \mathbb{R}$ if, for every $\epsilon > 0$, the natural density of the set $\{n \in \mathbb{N} : |\rho_n - \ell| \geq \epsilon\}$ equals zero, and we write $\text{st}\lim \rho_n = \ell$.

If $\ell = 0$, then $\rho = (\rho_n) \in \Psi$ is said to be st-null.

**Definition 1.2.** A sequence $\rho = (\rho_n) \in \Psi$ is said to be I-Cauchy if, for every $\epsilon > 0$, there exists a number $N = N(\epsilon)$ such that the set $\{n \in \mathbb{N} : |\rho_n - \rho_N| \geq \epsilon\} \in I$.

**Definition 1.3.** A sequence $\rho = (\rho_n) \in \Psi$ is said to be I-convergent to a number $\ell \in \mathbb{R}$ if, for every $\epsilon > 0$, the set $\{n \in \mathbb{N} : |\rho_n - \ell| \geq \epsilon\} \in I$, and we write $\text{I-lim} \rho_n = \ell$. If $\ell = 0$, then $(\rho_n) \in \Psi$ is said to be I-null.

**Definition 1.4.** A sequence $\rho = (\rho_n) \in \Psi$ is said to be I-bounded if there exists $K > 0$ such that the set $\{n \in \mathbb{N} : |\rho_n| \geq K\} \in I$.

**Definition 1.5.** Let $\rho = (\rho_n)$ and $z = (z_n)$ be two sequences. We say that $\rho_n = z_n$ for almost all $n$ relative to $I$ (in short, a.a.r.I) if the set $\{n \in \mathbb{N} : \rho_n \neq z_n\} \in I$.

**Definition 1.6.** A sequence space $E$ is said to be solid or normal if $(\alpha_n \rho_n) \in E$ for any sequence $(\rho_n) \in E$ and any sequence of scalars $(\alpha_n) \in \Psi$ with $|\alpha_n| < 1$ for all $n \in \mathbb{N}$.

**Lemma 1.7.** Every solid space is monotone.

**Definition 1.8.** Let $K = \{n_1 \in \mathbb{N} : n_1 < n_2 < \cdots\} \subseteq \mathbb{N}$, and let $E$ be a sequence space. The $K$-step space of $E$ is the sequence space

$$\lambda^K_E = \{(\rho_n) \in \Psi : (\rho_n) \in E\}.$$

A canonical preimage of a sequence $(\rho_n) \in \lambda^K_E$ is the sequence $(\mu_n) \in \Psi$ defined as

$$\mu_n = \begin{cases} \rho_n, & \text{if } n \in K, \\ 0, & \text{otherwise}. \end{cases}$$

A canonical preimage of the step space $\lambda^K_E$ is the set of canonical preimages of all elements in $\lambda^K_E$, that is, $\mu$ is in the canonical preimage of $\lambda^K_E$ iff $y$ is the canonical preimage of some element $\rho \in \lambda^K_E$.

**Definition 1.9.** A sequence space $E$ is said to be monotone if it contains the canonical preimages of its step space (i.e., if for all infinite $K \subseteq \mathbb{N}$ and $(\rho_n) \in E$, the sequence $(\alpha_n \rho_n)$ with $\alpha_n = 1$ for $n \in K$ and $\alpha_n = 0$ otherwise belongs to $E$).
Definition 1.10. A map \( h \) defined on a domain \( D \subseteq X \) (i.e., \( h : D \subset X \rightarrow \mathbb{R} \)) is said to satisfy the Lipschitz condition if \( |h(\rho) - h(\mu)| \leq K|\rho - \mu| \), where \( K \) is called the Lipschitz constant.

Remark 1.11. As in [33], the convergence field of \( I \)-convergence is the set
\[
\mathcal{F}(I) = \left\{ \rho = (\rho_k) \in \ell_\infty : \text{there exists } I \lim \rho \in \mathbb{R} \right\}.
\]

Definition 1.12. The convergence field \( \mathcal{F}(I) \) is a closed linear subspace of \( \ell_\infty \) with respect to the supremum norm, \( \mathcal{F}(I) = \ell_\infty \cap c^I \).

Lemma 1.13. As in [34], let \( K \in \mathcal{F}(I) \) and \( M \subseteq \mathbb{N} \). If \( M \not\in I \), then \( M \cap K \not\in I \).

Definition 1.14. The function \( h : D \subset X \rightarrow \mathbb{R} \) defined by \( h(\rho) = I\lim \rho \) for all \( \rho \in \mathcal{F}(I) \) is a Lipschitz function.

2. I-Convergence Fibonacci difference sequence spaces

This portion of the paper deals with introducing the sequence spaces as the sets of sequences whose \( \widehat{g} \)-transforms are in the spaces \( c_0^I, c^I \) and \( \ell_\infty^I \), where \( g = (g_k) \) is fixed non-zero sequence of real numbers. We give certain inclusion results and basic topological structures will be studied. Throughout the manuscript, choose a sequence \( \rho = (\rho_n) \in \Psi \) and \( \widehat{g}n(\rho) \) having connected by relation (1.4) and \( I \) is an admissible ideal of subset of \( \mathbb{N} \). We define
\[
c_0^I(\widehat{g}) = \{ \rho = (\rho_n) \in \Psi : \{ n \in \mathbb{N} : |\widehat{g}n(\chi)| \geq \epsilon \} \in I \}, \tag{2.1}
\]
\[
c^I(\widehat{g}) = \{ \rho = (\rho_n) \in \Psi : \{ n \in \mathbb{N} : |\widehat{g}n(\rho) - L| \geq \epsilon, \text{for some } L \in \mathbb{R} \} \in I \}, \tag{2.2}
\]
\[
\ell_\infty^I(\widehat{g}) = \{ \rho = (\rho_n) \in \Psi : \exists K > 0 \text{ s.t. } \{ n \in \mathbb{N} : |\widehat{g}n(\rho)| \geq K \} \in I \}. \tag{2.3}
\]
We write
\[
m_0^I(\widehat{g}) = c_0^I(\widehat{g}) \cap \ell_\infty(\widehat{g}), \tag{2.4}
\]
and
\[
m^I(\widehat{g}) := c^I(\widehat{g}) \cap \ell_\infty(\widehat{g}). \tag{2.5}
\]

With notation (1.1), the spaces \( c_0^I(\widehat{g}), c^I(\widehat{g}), \ell_\infty^I(\widehat{g}), m^I(\widehat{g}) \) and \( m_0^I(\widehat{g}) \) can be redefined as follows:
\[
c_0^I(\widehat{g}) = (c_0^I)_{\widehat{g}}, \quad c^I(\widehat{g}) = (c^I)_{\widehat{g}}, \quad \ell_\infty^I(\widehat{g}) = (\ell_\infty^I)_{\widehat{g}}, \quad m^I(\widehat{g}) = (m^I)_{\widehat{g}}, \quad m_0^I(\widehat{g}) = (m_0^I)_{\widehat{g}}.
\]

Definition 2.1. Let \( I \) be an admissible ideal of subsets of \( \mathbb{N} \). A sequence \( \rho = (\rho_n) \in \Psi \) is called Fibonacci \( I \)-Cauchy if for each \( \epsilon > 0 \), there exists a number \( N = N(\epsilon) \in \mathbb{N} \) such that
\[
\{ n \in \mathbb{N} : |\widehat{g}n(\rho) - \widehat{g}n(\rho)| \geq \epsilon \} \in I.
\]

Example 2.2. Define \( I_f = \{ A \subseteq \mathbb{N} : A \text{ is finite} \} \). Then \( I_f \) is an admissible ideal in \( \mathbb{N} \) and \( c^I_f(\widehat{g}) = c(\widehat{g}) \).

Example 2.3. Define the nontrivial ideal \( I_d = \{ A \subseteq \mathbb{N} : d(A) = 0 \} \), where \( d(A) \) is the natural density of a set \( A \). In this case, \( c^{I_d}(\widehat{g}) = S(\widehat{g}) \), where \( S(\widehat{g}) \) is the space of Fibonacci difference statistically convergent sequence defined as
\[
S(\widehat{g}) := \{ \rho = (\rho_n) \in \Psi : d(\{ n \in \mathbb{N} : |\widehat{g}n(\rho) - L| \geq \epsilon \}) = 0, \text{ for some } L \in \mathbb{R} \}. \tag{2.6}
\]
Theorem 2.4. The sequence spaces $c^1(\tilde{\Omega}_g), c_0^1(\tilde{\Omega}_g), \ell_\infty(\tilde{\Omega}_g), m_0^1(\tilde{\Omega}_g)$, and $m^1(\tilde{\Omega}_g)$ are linear over $\mathbb{R}$.

Proof. Let $x = (x_n)$ and $y = (y_n)$ be two arbitrary elements of the space $c^1(\tilde{\Omega}_g)$, and let $\alpha, \beta$ are scalars. Then, for given $\epsilon > 0$, there exist $L_1, L_2 \in \mathbb{R}$ such that

$$\left\{ n \in \mathbb{N} : |\tilde{\Omega}_g(x) - L_1| \geq \frac{\epsilon}{2} \right\} \subseteq I,$$

and

$$\left\{ n \in \mathbb{N} : |\tilde{\Omega}_g(y) - L_2| \geq \frac{\epsilon}{2} \right\} \subseteq I.$$

Now, let

$$A_1 = \left\{ n \in \mathbb{N} : |\tilde{\Omega}_g(x) - L_1| < \frac{\epsilon}{2|\alpha|} \right\} \subseteq I(1),$$

and

$$A_2 = \left\{ n \in \mathbb{N} : |\tilde{\Omega}_g(y) - L_2| < \frac{\epsilon}{2|\beta|} \right\} \subseteq I(1),$$

be such that $F_1, A_2 \subseteq I$. Then

$$A_3 = \left\{ n \in \mathbb{N} : |\alpha\tilde{\Omega}_g(x) + \beta\tilde{\Omega}_g(y) - (\alpha L_1 + \beta L_2)| < \epsilon \right\} \supseteq \left\{ n \in \mathbb{N} : |\tilde{\Omega}_g(x) - L_1| < \frac{\epsilon}{2|\alpha|} \right\} \cap \left\{ n \in \mathbb{N} : |\tilde{\Omega}_g(y) - L_2| < \frac{\epsilon}{2|\beta|} \right\}. \tag{2.7}$$

Thus, the sets on the right-hand side of (2.7) belong to $I(1)$. By the definition of the filter associated with an ideal the complement of the set on the left-hand side of (2.7) belongs to $I$. This implies that $(\alpha x + \beta y) \in c^1(\tilde{\Omega}_g)$. Hence $c^1(\tilde{\Omega}_g)$ is a linear space. The proof of the remaining results is similar. \qed

Theorem 2.5. The spaces $X(\tilde{\Omega}_g)$ are normed spaces with the norm

$$\|x\|_{X(\tilde{\Omega}_g)} = \sup_{n} |\tilde{\Omega}_g(x)|, \text{ where } X \in \{ m^1, m_0^1 \}. \tag{2.8}$$

Proof. The proof of the result is easy by existing techniques and hence is omitted. \qed

Theorem 2.6. Let $I \subseteq 2^\mathbb{N}$ be a nontrivial ideal. Then the inclusion $c(\tilde{\Omega}_g) \subseteq c^1(\tilde{\Omega}_g)$ is strict.

Proof. We know that $c \subseteq c^1$ and, for any $X$ and $Y$ spaces, $X \subseteq Y$ implies $X(\tilde{\Omega}_g) \subseteq Y(\tilde{\Omega}_g)$ (see [25]- Lemma 2.1). Hence it is easy to see that $c(\tilde{H}) \subseteq c^1(\tilde{\Omega}_g)$. \qed

The following example shows the strictness of the inclusion.

Example 2.7. Define the sequence $\rho = (\rho_n) \in \Psi$ such that

$$\tilde{\Omega}_g(\rho) = \begin{cases} \sqrt{n}, & \text{if } n \text{ is a square,} \\ 0, & \text{otherwise.} \end{cases}$$

Then $\rho \in c^1(\tilde{\Omega}_g)$, but $\rho \notin c(\tilde{\Omega}_g)$.

Example 2.8. Define the ideal $I$ such that $\mathfrak{A} \in I$ if and only if $\mathfrak{A}$ eventually contains only even natural numbers. Then $I$ is a nontrivial ideal in $\mathbb{N}$. When

$$\tilde{\Omega}_g(\rho) = (1, 1, 1, 0, 1, 1, 1, 0, 0, 1, 0, 1, 0, \ldots),$$


by taking \( g = 1 \), then we have

\[
\mathfrak{A}_c = \{ n \in \mathbb{N} : \tilde{\Omega}_{g_n}(\rho) \neq 0 \} = \{1, 2, 3, 5, 6, 7, 10, 12, 14, 16, 18, \ldots \},
\]

and \((\rho_n) \in c^1(\tilde{\Omega}_g)\). Hence \( \mathfrak{A}_c \in I \) and \( \tilde{\Omega}_{g_n}(\rho) \in c^1 \). Now let us look at the statistical convergence of the sequence:

\[
\lim_{n \to \infty} \frac{1}{n} |\mathfrak{A}_c| = \lim_{n \to \infty} \frac{1}{n} |\mathfrak{B} + n| = \frac{1}{2},
\]

where \( \mathfrak{B} \) is a finite number, and \(|\mathfrak{A}_c|\) is the cardinality of \( \mathfrak{A}_c \). Hence \( \tilde{\Omega}_{g_n}(\rho) \notin S \).

**Theorem 2.9.** A sequence \( \rho = (\rho_n) \in \Psi \) Fibonacci \( I \)-converges if and only if for every \( \epsilon > 0 \), there exists \( N = N(\epsilon) \in \mathbb{N} \) such that

\[
\{ n \in \mathbb{N} : |\tilde{\Omega}_{g_n}(\rho) - \tilde{\Omega}_{g_n}(\rho)| < \epsilon \} \in \mathcal{F}(1).
\]

**(2.9)**

**Proof.** Suppose that a sequence \( \rho = (\rho_n) \in \Psi \) is Fibonacci \( I \)-convergent to some number \( L \in \mathbb{R} \). Then, for given \( \epsilon > 0 \), the set

\[
\mathfrak{B}_c = \left\{ n \in \mathbb{N} : |\tilde{\Omega}_{g_n}(\rho) - L| < \frac{\epsilon}{2} \right\} \in \mathcal{F}(1).
\]

Fix an integer \( N = N(\epsilon) \in \mathfrak{B}_c \). Then we have

\[
|\tilde{\Omega}_{g_n}(\rho) - \tilde{\Omega}_{g_n}(\rho)| \leq |\tilde{\Omega}_{g_n}(\rho) - L| + |L - \tilde{\Omega}_{g_n}(\rho)| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon,
\]

for all \( n \in \mathfrak{B}_c \). Hence (2.9) holds.

Conversely, suppose that (2.9) holds for all \( \epsilon > 0 \). Then

\[
\mathfrak{C}_c = \{ n \in \mathbb{N} : \tilde{\Omega}_{g_n}(\rho) \in [\tilde{\Omega}_{g_n}(\rho) - \epsilon, \tilde{\Omega}_{g_n}(\rho) + \epsilon] \} \in \mathcal{F}(1), \quad \forall \epsilon > 0.
\]

Let \( \mathfrak{J}_c = [\tilde{\Omega}_{g_n}(\rho) - \epsilon, \tilde{\Omega}_{g_n}(\rho) + \epsilon] \). Fixing \( \epsilon > 0 \), we have \( \mathfrak{C}_c \in \mathcal{F}(1) \) and \( \mathfrak{J}_c \in \mathcal{F}(1) \). Hence \( \mathfrak{C}_c \cap \mathfrak{J}_c \in \mathcal{F}(1) \). This implies that

\[
\mathfrak{J} = \mathfrak{C}_c \cap \mathfrak{J}_c \neq \emptyset,
\]

that is,

\[
\{ n \in \mathbb{N} : \tilde{\Omega}_{g_n}(\rho) \in \mathfrak{J} \} \in \mathcal{F}(1),
\]

and thus

\[
diam(\mathfrak{J}) \leq \frac{1}{2} diam(\mathfrak{C}_c),
\]

where \( diam(\mathfrak{J}) \) denotes the length of an interval \( \mathfrak{J} \). Proceeding in this way, by induction we get a sequence of closed intervals

\[
\mathfrak{J}_e = I_0 \supseteq I_1 \supseteq \cdots \supseteq I_n \supseteq \cdots,
\]

such that

\[
diam(I_n) \leq \frac{1}{2} diam(I_{n-1}), \quad \text{for } n = 2, 3, \cdots,
\]

and

\[
\{ n \in \mathbb{N} : \tilde{\Omega}_{g_n}(\rho) \in I_n \} \in \mathcal{F}(1).
\]

Then there exists a number \( L \in \bigcap_{n \in \mathbb{N}} I_n \), and it is a routine work to verify that \( L = I^- \lim \tilde{\Omega}_{g_n}(\rho) \), showing that \( \rho = (\rho_n) \in \Psi \) Fibonacci \( I \)-converges.

**Theorem 2.10.** The inclusions \( c_0^1(\tilde{\Omega}_g) \subset c^1(\tilde{\Omega}_g) \subset \ell_\infty(\tilde{\Omega}_g) \) are strict.
Proof. The inclusion $c^l_0(\widetilde{O}_g) \subset c^l(\widetilde{O}_g)$ is obvious. Now, to show its strictness, consider the sequence $\rho = (\rho_n) \in \Psi$ such that $\widetilde{O}_g(\rho) = 1$. It easy to see that $\widetilde{O}_g(\rho) \in c^l$ but $\widetilde{O}_g(\rho) \notin c^l_0$, that is, $\rho \in c^l(\widetilde{O}_g) \setminus c^l_0(\widetilde{O}_g)$. Now, let $\rho = (\rho_n) \in c^l(\widetilde{O}_g)$. Then there exists $L \in \mathbb{R}$ such that $I\lim |\widetilde{O}_g(\rho) - L| = 0$, that is,

$$\{n \in \mathbb{N} : |\widetilde{O}_g(\rho) - L| \geq \varepsilon\} \in I.$$ 

We have

$$|\widetilde{O}_g(\rho)| = |\widetilde{O}_g(\rho) - L + L| \leq |\widetilde{O}_g(\rho) - L| + |L|.$$ 

From this, it easily follows that the sequence $(\rho_n)$ must belong to $\ell^l_\infty(\widetilde{O}_g)$. Further, we show the strictness of the inclusion $c^l(\widetilde{O}_g) \subset \ell^l_\infty(\widetilde{O}_g)$ by constructing the following example.

**Example 2.11.** For $g = 1$, define the sequence $\rho = (\rho_n) \in \Psi$ such that

$$\widetilde{O}_g(\rho) = \begin{cases} \sqrt{n}, & \text{if } n \text{ is a square,} \\ 1, & \text{if } n \text{ is odd nonsquare,} \\ 0, & \text{if } n \text{ is even nonsquare.} \end{cases}$$

Then $\widetilde{O}_g(\rho) \in \ell^l_\infty$, but $\widetilde{O}_g(\rho) \notin c^l$, which implies that $\rho \in \ell^l_\infty(\widetilde{O}_g) \setminus c^l(\widetilde{O}_g)$.

Thus the inclusion $c^l_0(\widetilde{O}_g) \subset c^l(\widetilde{O}_g) \subset \ell^l_\infty(\widetilde{O}_g)$ is strict. \qed

**Remark 2.12.** A Fibonacci bounded sequence is obviously Fibonacci I-bounded as the empty set belongs to the ideal $I$. However, the converse is not true. For example, consider the sequence

$$\widetilde{O}_g(\rho) = \begin{cases} n, & \text{if } n \text{ is a square,} \\ 0, & \text{otherwise.} \end{cases}$$

Clearly, $\widetilde{O}_g(\rho)$ is not a bounded sequence. However, $\{n \in \mathbb{N} : |\widetilde{O}_g(\rho)| \geq \frac{1}{2}\} \in I$. Hence $\rho = (\rho_n)$ is Fibonacci I-bounded.

**Theorem 2.13.** The spaces $m^l(\widetilde{O}_g)$ and $m^l_0(\widetilde{O}_g)$ are Banach spaces normed by (2.8).

Proof. Let $(\rho^{(i)}_n)$ be a Cauchy sequence in $m^l(\widetilde{O}_g) \subset \ell^l_\infty(\widetilde{O}_g)$. Then $(\rho^{(i)}_n)$ converges in $\ell^l_\infty(\widetilde{O}_g)$, and $i \lim_{i \to \infty} H^{(i)}(\rho) = \widetilde{O}_g(\rho)$. Let $I\lim \widetilde{O}_g^{(i)}(x) = L_i$ for $i \in \mathbb{N}$. Then we have to show that

(i) $(L_i)$ is convergent say to $L$;

(ii) $I\lim \widetilde{O}_g(\rho) = L$.

(i) Since $(\rho^{(i)}_n)$ is a Cauchy sequence, for each $\varepsilon > 0$, there exists $n_0 \in \mathbb{N}$ such that

$$|\widetilde{O}_g^{(i)}(\rho) - \widetilde{O}_g^{(j)}(\rho)| < \frac{\varepsilon}{3}, \quad \forall i, j \geq n_0. \tag{2.10}$$

Now let $\mathcal{E}_i$ and $\mathcal{E}_j$ be the following sets in I

$$\mathcal{E}_i = \left\{ n \in \mathbb{N} : |\widetilde{O}_g^{(i)}(\rho) - L_i| \geq \frac{\varepsilon}{3} \right\}, \tag{2.11}$$

and

$$\mathcal{E}_j = \left\{ n \in \mathbb{N} : |\widetilde{O}_g^{(j)}(\rho) - L_j| \geq \frac{\varepsilon}{3} \right\}. \tag{2.12}$$
Consider $i, j \geq n_0$ and $n \notin \mathcal{E}_i \cap \mathcal{E}_j$. Then we have by (2.10), (2.11) and (2.12)

$$|\mathcal{L}_i - \mathcal{L}_j| \leq |\widetilde{\mathcal{L}}_i (\rho) - \mathcal{L}_i| + |\mathcal{L}_j - \mathcal{L}_i| + |\mathcal{L}_i - \mathcal{L}_j| \leq \epsilon.$$ 

Thus $(\mathcal{L}_i)$ is a Cauchy sequence in $\mathbb{R}$ and thus converges, say to $\mathcal{L}$, that is, $\lim_{i \to \infty} \mathcal{L}_i = \mathcal{L}$.

(ii) Let $\delta > 0$ be given. Then we can find $m_0$ such that

$$|\mathcal{L}_i - \mathcal{L}| < \frac{\delta}{3} \text{ for each } i > m_0. \tag{2.13}$$

We have $(\rho_n^{(i)}) \to \rho_n$ as $i \to \infty$. Thus

$$|\widetilde{\mathcal{L}}_i - \mathcal{L}| < \frac{\delta}{3} \text{ for each } i > m_0. \tag{2.14}$$

Since $(\widetilde{\mathcal{L}}_i)$ is $I$-convergent to $\mathcal{L}$, there exists $D \in I$ such that, for each $n \notin D$, we have

$$|\widetilde{\mathcal{L}}_i - \mathcal{L}| < \frac{\delta}{3}. \tag{2.15}$$

Assume without loss of generality that $j > m_0$. Then, for all $n \notin D$, we have by (2.13), (2.14), and (2.15) that

$$|\mathcal{L}_j - \mathcal{L}| < \frac{\delta}{3}.$$

Hence $(\rho_n)$ is Fibonacci $I$-convergent to $\mathcal{L}$. Thus $m^I(\widetilde{\mathcal{L}}_g)$ is a Banach space. The other cases can be similarly established. □

The following results are consequences of Theorem 2.13.

**Theorem 2.14.** The spaces $m^I(\widetilde{\mathcal{L}}_g)$ and $m^0(\widetilde{\mathcal{L}}_g)$ are $\mathbb{K}$-spaces.

**Theorem 2.15.** The set $m^I(\widetilde{\mathcal{L}}_g)$ is a closed subspace of $\ell_{\infty}(\widetilde{\mathcal{L}}_g)$.

As the inclusions $m^I(\widetilde{\mathcal{L}}_g) \subset \ell_{\infty}(\widetilde{\mathcal{L}}_g)$ and $m^0(\widetilde{\mathcal{L}}_g) \subset \ell_{\infty}(\widetilde{\mathcal{L}}_g)$ are strict, in view of Theorem 2.15, we have the following result.

**Theorem 2.16.** The spaces $m^I(\widetilde{\mathcal{L}}_g)$ and $m^0(\widetilde{\mathcal{L}}_g)$ are nowhere dense subsets of $\ell_{\infty}(\widetilde{\mathcal{L}}_g)$.

**Theorem 2.17.** The spaces $c^I_0(\widetilde{\mathcal{L}}_g)$ and $m^0(\widetilde{\mathcal{L}}_g)$ are solid and monotone.

**Proof.** We will prove the result for $c^I_0(\widetilde{\mathcal{L}}_g)$; for $m^0(\widetilde{\mathcal{L}}_g)$, the result can be established similarly.

Let $\rho = (\rho_n) \in c^I_0(\widetilde{\mathcal{L}}_g)$. For $\epsilon > 0$, the set

$$\{ n \in \mathbb{N} : |\widetilde{\mathcal{L}}_g (\rho)| \geq \epsilon \} \in I. \tag{2.16}$$

Let $\alpha = (\alpha_n)$ be a sequence of scalars with $|\alpha| \leq 1$ for all $n \in \mathbb{N}$. Then

$$|\alpha \widetilde{\mathcal{L}}_g (\rho)| = |\alpha \widetilde{\mathcal{L}}_g (\rho)| \leq |\alpha| |\widetilde{\mathcal{L}}_g (\rho)| \leq |\widetilde{\mathcal{L}}_g (\rho)|, \quad \forall n \in \mathbb{N}.$$ 

From this inequality and from (2.16) we have that

$$\{ n \in \mathbb{N} : |\alpha \widetilde{\mathcal{L}}_g (\rho)| \geq \epsilon \} \subseteq \{ n \in \mathbb{N} : |\widetilde{\mathcal{L}}_g (\rho)| \geq \epsilon \} \in I,$$

implies

$$\{ n \in \mathbb{N} : |\alpha \widetilde{\mathcal{L}}_g (\rho)| \geq \epsilon \} \in I.$$

Therefore $(\alpha \rho_n) \in c^I_0(\widetilde{\mathcal{L}}_g)$. Hence the space $c^I_0(\widetilde{\mathcal{L}}_g)$ is solid, and hence by Lemma 1.7 the space $c^I_0(\widetilde{\mathcal{L}}_g)$ is monotone. □
Theorem 2.18. The spaces $c_0^1(\widetilde{\Omega}_g)$ and $c^1(\widetilde{\Omega}_g)$ are sequence algebras.

Proof. Let $\rho = (\rho_n)$, $y = (y_n) \in c_0^1(\widetilde{\Omega}_g)$. Then

$$\lim_{n \to \infty} |\widetilde{\Omega}_{g_n}(\rho)| = 0 \quad \text{and} \quad \lim_{n \to \infty} |\widetilde{\Omega}_{g_n}(\mu)| = 0. \quad (2.17)$$

Therefore, from (2.17) we have $\lim |\widehat{H}_n(\rho \cdot \mu)| = 0$. This implies that $\{n \in \mathbb{N} : |\widehat{H}_n(\rho \cdot \mu)| \geq \epsilon \} \in I$. Thus, $(\rho \cdot \mu) \in c_0^1(\widetilde{\Omega}_g)$. Hence $c_0^1(\widetilde{\Omega}_g)$ is sequence algebra. Similarly, we can prove that $c^1(\widetilde{\Omega}_g)$, is a sequence algebra. \qed

Theorem 2.19. The function $h : m^1(\widetilde{\Omega}_g) \to \mathbb{R}$ defined by $h(x) = ||I - \lim \widetilde{\Omega}_{g_n}(\rho)||$, where

$$m^1(\widetilde{\Omega}_g) = \ell_\infty(\widetilde{\Omega}_g) \cap c^1(\widetilde{\Omega}_g),$$

is a Lipschitz function and hence uniformly continuous.

Proof. To prove the result, we first prove that the function is well defined. For this, let $\rho, \sigma \in m^1(\widetilde{\Omega}_g)$ be such that

$$\rho = \sigma \quad \Rightarrow \quad \lim \widetilde{\Omega}_{g_n}(\rho) = \lim \widetilde{\Omega}_{g_n}(\sigma)$$

$$\Rightarrow \quad |\lim \widetilde{\Omega}_{g_n}(\rho)| = |\lim \widetilde{\Omega}_{g_n}(\sigma)| \quad \Rightarrow \quad h(\rho) = h(\sigma).$$

Thus $h$ is well defined. Now let $\rho = (\rho_n), \sigma = (\sigma_n) \in m^1(\widetilde{H}), \rho \neq \sigma$. Then

$$\mathfrak{A}_\rho = \{ n \in \mathbb{N} : |\widetilde{\Omega}_{g_n}(\rho) - h(\rho)| \geq |\rho - \sigma|_* \} \in I,$$

and

$$\mathfrak{A}_\sigma = \{ n \in \mathbb{N} : |\widetilde{\Omega}_{g_n}(\sigma) - h(\sigma)| \geq |\rho - \sigma|_* \} \in I,$$

where $|\rho - \sigma|_* = \sup_n |\widetilde{\Omega}_{g_n}(\rho) - \widetilde{\Omega}_{g_n}(\sigma)|$. Thus

$$\mathfrak{B}_\rho = \{ n \in \mathbb{N} : |\widetilde{\Omega}_{g_n}(\rho) - h(\rho)| < |\rho - \sigma|_* \} \in F(1),$$

and

$$\mathfrak{B}_\sigma = \{ n \in \mathbb{N} : |\widetilde{\Omega}_{g_n}(\sigma) - h(\sigma)| < |\rho - \sigma|_* \} \in F(1).$$

Hence $\mathfrak{B} = \mathfrak{B}_\rho \cap \mathfrak{B}_\sigma \subseteq F(1)$, so that $\mathfrak{B}$ is a nonempty set. Therefore, choosing $n \in \mathfrak{B}$, we have

$$|h(\rho) - h(\sigma)| \leq |h(\rho) - \widetilde{\Omega}_{g_n}(\rho)| + |\widetilde{\Omega}_{g_n}(\rho) - \widetilde{\Omega}_{g_n}(\sigma)| + |\widetilde{\Omega}_{g_n}(\sigma) - h(\sigma)|$$

$$\leq 3|\rho - \sigma|_*.$$

Thus, $h$ is a Lipschitz function and hence uniformly continuous. \qed

Theorem 2.20. If $\rho = (\rho_n), \sigma = (\sigma_n) \in m^1(\widetilde{\Omega}_g)$ with $\widetilde{\Omega}_{g_n}(\rho \cdot \sigma) = \widetilde{\Omega}_{g_n}(\rho) \cdot \widetilde{\Omega}_{g_n}(\sigma)$, then $(\rho \cdot \sigma) \in m^1(\widetilde{\Omega}_g)$ and $h(\rho \cdot \sigma) = h(\rho) \cdot h(\sigma)$, where $h : m^1(\widetilde{\Omega}_g) \to \mathbb{R}$ is defined by $h(\rho) = ||I - \lim \widetilde{\Omega}_{g_n}(\rho)||$.

Proof. For $\epsilon > 0$,

$$\mathfrak{B}_\rho = \{ n \in \mathbb{N} : |\widetilde{\Omega}_{g_n}(\rho) - h(\rho)| < \epsilon \} \in F(1), \quad (2.18)$$

and

$$\mathfrak{B}_\sigma = \{ n \in \mathbb{N} : |\widetilde{\Omega}_{g_n}(\sigma) - h(\sigma)| < \epsilon \} \in F(1), \quad (2.19)$$
where $\epsilon = |\rho - \sigma| = \sup_n |\widetilde{g}_n(\rho) - \widetilde{g}_n(\sigma)|$. Now, we have

\[
|\widetilde{g}_n(\rho) - \mu(\rho)\mu(\sigma)| = |\widetilde{g}_n(\rho)\widetilde{g}_n(\sigma) - \widetilde{g}_n(\rho)\mu(\sigma) + \widetilde{g}_n(\rho)\mu(\sigma) - \mu(\rho)\mu(\sigma)|
\leq |\widetilde{g}_n(\rho)| |\widetilde{g}_n(\sigma) - \mu(\sigma)| + |\mu(\sigma)| |\widetilde{g}_n(\rho) - \mu(\rho)|.
\]

(2.20)

As $m^\top(\tilde{g}_n) \leq \ell_\infty(\tilde{g}_n)$, there exists $M \in \mathbb{R}$ such that $|\widetilde{g}_n(\rho)| < M$. Therefore, from (2.18), (2.19) and (2.20) we have

\[
|\widetilde{g}_n(\rho\sigma) - \mu(\rho)\mu(\sigma)| = |\widetilde{g}_n(\rho)\cdot \widetilde{g}_n(\sigma) - \mu(\rho)\mu(\sigma)|
\leq M\epsilon + |\mu(\sigma)| \epsilon = \epsilon_1
\]

for all $n \in \mathcal{B}_\rho \cap \mathcal{B}_\sigma \in \mathcal{F}(1)$. Hence $(\rho, \sigma) \in m^\top(\tilde{g}_n)$ and $\mu(\rho, \sigma) = \mu(\rho) \cdot \mu(\sigma)$.

\[\square\]
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