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#### Abstract

This study focused on the existence and uniqueness $(\mathrm{EU})$ and stability of the solution for a system of fractional differential equations(FDEs) via Atangana-Baleanu derivative in the sense of Caputo (ABC) with $\phi_{p}$-Laplacian operator. Green function $\mathcal{G}^{\partial}(\mathrm{t}, \mathrm{s}), \mathrm{m}<\partial<\mathrm{m}+1, \mathrm{~m} \geqslant 4$ used for converting the suggested problem to an integral equation. Guo-Krasnoselskii theorem used for proving the EU of solution for the suggested problem. The stability of the solution was derived by Hyers-Ulam stability method(HUS). One illustrative example is used for manifesting the results.
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## 1. Introduction

Fractional calculus is a mathematical part that aims to model problems that have integration and differentiation with fractional order. It has been exploited in different aspects of sciences and engineering to accurately demonstrate the dynamics of many systems by using the differential equations of fractional order. For example, the researchers in $[8,12,15]$ used FDEs for studying the dynamics of viruses transmissions and disease treatment and control. In [3, 4], the researchers used numerical methods to analyse some differential equations with fractional order, such as nonlinear Schrödinger equations in multi-dimentional space. Another studies exploited FDEs for solving some time and time-delay problems, nonlinear dynamical systems, and heat transfer equations; for details, see [10, 16, 26, 30]. The usual used fractional derivatives are Riemann-Liouville (RL) fractional derivative [18], Caputo derivative [13], and Atangana-Baleanu (AB) derivative [9].

Some researchers recently applied FDEs with singularity by using some mathematical theories and techniques. For example, Zhang [31] proved some theorems that are related to EU of nonlinear FDEs.

[^0]The existence and HUS of positive solutions for nonlinear FDEs with a singularity are studied in [7, 27]. In [5, 6, 28], the authors studied the positive solution's uniqueness and stability for singular and hybrid FDEs with integral boundary value conditions. In the past decades, all of the fractional operators had kernel singularities that involve their kernels, which cause many troubles, especially when those operators are used for modeling some complex phenomena. For getting more efficient models, Caputo et al. [14] introduced a new fractional derivative called Caputo-Fibroize derivative (CF), which is efficiently used for FDEs without singular kernel. In 2016, Atangana and Baleanu [9] introduced a new fractional derivative with the nonlocal and nonsingular kernel, which was applied for heat transfer modelling. In [11], the authors established collocation methods for FDEs with the nonsingular kernel. Many studies were conducted on the EU of FDEs with $\phi_{p}$-Laplacian operator. For more details, the readers can see [19, 24, 25].

In 2018, Jarad et al. [20] discussed the EU of the following equation

$$
\left\{\begin{array}{l}
A B C_{\mathcal{D}^{\Upsilon}} \mathfrak{Q}(\mathrm{t})=\mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t})), \\
\mathcal{Q}(\mathfrak{a})=\mathcal{Q}(0),
\end{array}\right.
$$

where ${ }_{a}^{A B C} \mathcal{D}^{\Upsilon}$ is $A B C$ derivative with fractional order, and $\Upsilon \in(0,1),{ }_{a}^{A B C} \mathcal{D}^{\Upsilon} \mathcal{Q}(t), \mathcal{J}(t, \mathcal{Q}(t)) \in C[a, b]$.
Khan et al. [23] have discussed the EU and stability of the following non-linear ABC derivative with $\phi_{p}$ operator with singularity

$$
\left\{\begin{array}{l}
A^{A B C} \mathcal{D}^{\alpha}\left(\phi_{\mathfrak{p}}\left(0_{0}^{A B C} \mathcal{D}^{\beta} \mathcal{Q}(t)\right)\right)=-\mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t})),  \tag{1.1}\\
0 \\
\left.\phi_{\mathfrak{p}}\left({ }_{0}^{A B C} \mathcal{D}^{\beta} \mathcal{Q}(\mathrm{t})\right)\right|_{\mathrm{t}=0}=0, \quad \mathcal{Q}(1)=0,
\end{array}\right.
$$

where ${ }_{0}^{A B C} \mathcal{D}^{\alpha}$ and ${ }_{0}^{A B C} C^{\beta}$ are $A B C$-derivative with order $\alpha$ and $\beta$ respectively, such that $0<\alpha, \beta \leqslant 1$, and $\mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t})) \in \mathrm{C}[\mathrm{a}, \mathrm{b}]$.

In [22], the authors studied the existence and stability for a system of FDEs with singularity based on $A B C$ derivative with $\phi_{p}$-Laplacian operator given by:

$$
\left\{\begin{array}{l}
A^{A B C} \mathcal{D}^{\alpha}\left(\phi_{\mathfrak{p}}\left({ }_{0}^{C} \mathcal{D}^{\beta} \mathfrak{Q}^{(t)}\right)\right)=-\mathcal{J}\left(\mathrm{t}, \mathfrak{Q}^{(t)}\right),  \tag{1.2}\\
\left.\phi_{\mathfrak{p}}\left({ }_{0}^{C} \mathcal{D}^{\beta} \mathcal{Q}(\mathrm{t})\right)\right|_{\mathrm{t}=0}=\mathfrak{Q}^{(k)}(0)=\mathfrak{Q}^{(\mathfrak{m})}(1)=0, \quad \mathcal{Q}(1)=\mathfrak{Q}^{(\mathfrak{m})}(0),
\end{array}\right.
$$

where $k=1,2, \ldots, m-1,{ }_{0}^{A B C} \mathcal{D}^{\alpha}$ is $A B C$ derivative with order $\alpha$ such that $0<\alpha \leqslant 1,{ }_{0}^{C} \mathcal{D}^{\beta}$ is the Caputo derivative with the order $\beta$ such that $m<\beta \leqslant m+1$, and $\mathcal{J}(t, \mathcal{Q}(\mathrm{t})) \in \mathrm{C}[\mathrm{a}, \mathrm{b}]$. The studies [22, 23] established the existence and stability of the FDEs mentioned in the Equations (1.1) and (1.2) for the value of $0<\alpha \leqslant 1$. In [21], the existence and stability of the positive solution were investigated for the FDEs with the nonlinear singular $\phi_{p}$-Laplacian operator that has the form

$$
\left\{\begin{array}{l}
\mathcal{D}^{\curlyvee}\left(\phi_{\mathfrak{p}}\left(\mathcal{D}^{\widetilde{d}} \mathfrak{Q}(\mathrm{t})\right)+\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathfrak{Q}(\mathrm{t}))=0,\right. \\
\left.\left(\phi_{\mathfrak{p}}\left(\mathcal{D}^{\widetilde{d}} \mathfrak{Q}(\mathrm{t})\right)\right)^{(k)}\right|_{\mathrm{t}=0}=0, k=1,2, \ldots, \mathfrak{m}-1, \\
\mathfrak{Q}^{\prime \prime}(1)=\mathfrak{Q}^{(k)}(0)=0,
\end{array}\right.
$$

where $\mathcal{D}^{\Upsilon}$ and $\mathcal{D}^{\check{\sigma}}$ are the Caputo derivative of the fractional order $\mathfrak{m}-1<\Upsilon, \check{\check{c}} \leqslant \mathfrak{m}, \mathfrak{m} \geqslant 4$, and $\phi_{p} \in C[0,1]$. No one studied the existence and stability of the FDEs in the domain of $\alpha \in(m, m+1]$, $m \geqslant 4$ for nonlinear singular FDEs with ABC derivative. In this study, Guo-Krasnoselskii Theorem is used for studying the EU of solution and HUS-Theorem for studying the stability of solution for the following
where $\mathfrak{m}<\Upsilon, \check{\partial}<m+1, m \geqslant 4, \mathcal{J}(t, \mathcal{Q}(t)) \in C[0,1]$ are continuous functions, ${ }_{0}^{A B C} \mathcal{D}^{\curlyvee}$ is $A B C$ derivative of order $\Upsilon \in(m, m+1], m \geqslant 4$, and ${ }_{0} \mathcal{D}^{\mathscr{\sigma}}$ is RL derivative with fractional order $\partial \in(m, m+1], m \geqslant 4$. The $\phi_{\mathrm{p}}=|\mathrm{r}|^{\mathrm{p}-2} \mathrm{r}$ is the p -Laplacian operator provided with $1 / \mathrm{p}+1 / \mathrm{q}=1$, and $\phi_{\mathrm{p}}^{-1}=\phi_{\mathrm{q}}$. The positive solution $\mathfrak{Q}(\mathrm{t})$ of the Equation (1.3) is the solution in which $\mathfrak{Q}(\mathrm{t})>0, \mathrm{t} \in(0,1]$.

## 2. Auxiliary results

For studying the existence and stability of the suggested problem (1.3), we will investigate some preliminary concepts about ABC and RL fractional derivatives and Guo-Krasnoselskii Theorem. The study will be achieved by converting the problem in Equation (1.3) to the equivalent form of the AB fractional integral ${ }_{0}^{\mathrm{AB}} \mathrm{I}$ and RL-fractional integral.

Definition 2.1 ([22]). The RL fractional integral of a function $\mathcal{Q}(t):(0, \infty) \rightarrow R$ of order $\Upsilon>0$ is given by

$$
{ }_{0} I^{\Upsilon} \mathcal{Q}(\mathrm{t})=\frac{1}{\Gamma(\Upsilon)} \int_{0}^{\mathrm{t}}(\mathrm{t}-\mathrm{s})^{\Upsilon-1} \mathcal{Q}(\mathrm{~s}) \mathrm{d} s,
$$

where $\Gamma(\Upsilon)$ is gamma function given by

$$
\Gamma(\Upsilon)=\int_{0}^{\infty} e^{-s} s^{\Upsilon-1} d s, \quad \operatorname{Re}(\Upsilon)>0
$$

Definition 2.2 ([2]). By assuming that the function $Q(t):(0, \infty) \rightarrow R$ is continuous function, the RL fractional derivative of $Q(t)$ is given by

$$
{ }_{0} \mathcal{D}^{\Upsilon} \mathcal{Q}(t)=\frac{1}{\Gamma(\mathcal{L}-\Upsilon)}\left(\frac{1}{d t}\right)^{\mathcal{L}} \int_{0}^{t}(t-s)^{\mathcal{L}-\Upsilon-1} \mathcal{Q}(s) d s=\left(\frac{d}{d t}\right)^{\mathcal{L}} I^{\mathcal{L}-\Upsilon} \mathcal{Q}(t)
$$

provided the existence of the derivative, $\mathcal{L}=[\Upsilon]+1$, where $[\Upsilon]$ is noted for the integer part of $\Upsilon$. For $\rho \in[0, \Upsilon)$,

$$
\mathcal{D}^{\rho} I^{\curlyvee} \mathcal{Q}(\mathrm{t})=\mathrm{I}^{\Upsilon-\rho} \mathcal{Q}(\mathrm{t}) .
$$

Definition 2.3 ([9]). For $0<\alpha \leqslant 1$, AB-fractional integral of the function $\mathcal{Q}(t) \in \mathcal{H}^{*}(a, b), a<b$ is defined by

$$
{ }_{a}^{A B} I^{\alpha} \mathfrak{Q}(t)=\frac{1-\alpha}{\mathbb{B}(\alpha)} \mathcal{Q}(t)+\frac{\alpha}{\mathbb{B}(\alpha)}\left({ }_{a} I^{\alpha} \mathcal{Q}(t)\right)
$$

where $\mathbb{B}(\alpha)>0$ is a normalization function satisfies the condition $\mathbb{B}(0)=\mathbb{B}(1)=1$.
Definition 2.4 ([1, 9]). For $m<\Upsilon \leqslant m+1$, and $f$ is a function in which $Q^{(m)} \in \mathcal{H}^{1}(a, b)$, by setting $\alpha=\Upsilon-m$, then $\alpha \in(0,1]$ and the ABC-derivative of order $\Upsilon$ defines as following

$$
\left.\underset{a}{A B C} \mathcal{D}^{\Upsilon} \mathcal{Q}(t)={ }_{a}^{A B C} \mathcal{D}^{\alpha}[\mathscr{Q}(t)]\right]^{(m)} .
$$

The AB-integral of fractional order $\Upsilon$ is given by:

$$
{ }_{a}^{A B} I^{\Upsilon} Q(t)={ }_{a} I^{n}\left({ }_{a}^{A B} I^{\alpha}[Q(t)]\right) .
$$

Lemma 2.5 ( $[1,9]$ ). The ABC derivative of the function $Q \in H^{*}(a, b)$, where $b>a, \alpha \in(0,1]$ is given as follows

$$
{ }_{a}^{A B C} \mathcal{D}_{t}^{\alpha} \mathfrak{Q}(t)=\frac{\mathbb{B}(\alpha)}{1-\alpha} \int_{a}^{t} Q^{\prime}(s) \mathbb{E}_{\alpha}\left(-\alpha \frac{(t-s)^{\alpha}}{1-\alpha}\right) d s, \quad \alpha<t,
$$

where $\mathbb{E}_{\alpha}(\mathrm{G})$ is Mittag-Leffler function with one parameter which is defined by

$$
\mathbb{E}_{\alpha}(\mathrm{G})=\sum_{\mathrm{l}=0}^{\infty} \frac{\mathrm{G}^{\mathrm{l}}}{\Gamma(\alpha \mathrm{l}+1)}, \quad \mathrm{G} \in \mathrm{C} ; \quad \operatorname{Re}(\alpha)>0
$$

Lemma 2.6 ([1]). For $\mathfrak{Q}(t)$ defined on $[a, b]$, and $m<r \leqslant m+1, m \in N$, we have

$$
\underset{a}{A B} I^{\Upsilon}\left(\underset{a}{A B C} \mathcal{D}_{t}^{\alpha} \mathscr{Q}(t)\right)=\mathcal{Q}(t)-\sum_{k=0}^{m} \frac{Q^{(m)}(a)}{k!}(t-a)^{k} .
$$

Lemma 2.7 ([7, 29]). For a function $\mathfrak{Q}(\mathrm{t}) \in \mathrm{C}^{(\mathfrak{m}-1)}, \mathrm{m}<\Upsilon \leqslant m+1, m \in N$, and ${ }_{0} \mathcal{D}^{\Upsilon}$ is $R L$ fractional derivative, we have

$$
{ }_{0} I^{\curlyvee}\left({ }_{0} \mathcal{D}^{\curlyvee} \mathcal{Q}(\mathrm{t})\right)=\mathcal{Q}(\mathrm{t})+\mathrm{a}_{1} \mathrm{t}^{\Upsilon-1}+\mathrm{a}_{2} \mathrm{t}^{\Upsilon-2}+\mathrm{a}_{3} \mathrm{t}^{\Upsilon-3}+\cdots+\mathrm{a}_{\mathrm{m}} \mathrm{t}^{\Upsilon-m}
$$

where $a_{i} \in \mathbb{R}, \quad i=1,2,3, \ldots, m$.
Lemma 2.8 ([7, 29]). For $\Upsilon, \rho>0$, the following statements are satisfying

$$
\mathcal{D}^{\rho} \tau^{\Upsilon}=\frac{\Gamma(\Upsilon+1)}{\Gamma(1+\Upsilon-\rho)} \tau^{\Upsilon-\rho}, \quad I^{\rho} \tau^{\Upsilon}=\frac{\Gamma(\Upsilon+1)}{\Gamma(1+\Upsilon+\rho)} \tau^{\Upsilon+\rho} .
$$

Lemma 2.9 ([17]). For a nonlinear operator $\phi_{p}$,
i. for $1<p \leqslant 2, \alpha_{1}, \alpha_{2}>0$ and $\left|\alpha_{1}\right|,\left|\alpha_{2}\right| \geqslant \rho_{1}>0$, then $\left|\phi_{\mathfrak{p}}\left(\alpha_{1}\right)-\phi_{\mathfrak{p}}\left(\alpha_{2}\right)\right| \leqslant(p-1) \rho_{1}^{(p-2)}\left|\alpha_{1}-\alpha_{2}\right|$;
ii. if $p>2$, and $\left|\alpha_{1}\right|,\left|\alpha_{2}\right| \leqslant \rho_{2}$, then $\left|\phi_{\mathfrak{p}}\left(\alpha_{1}\right)-\phi_{\mathfrak{p}}\left(\alpha_{2}\right)\right| \leqslant(p-1) \rho_{2}^{(p-2)}\left|\alpha_{1}-\alpha_{2}\right|$.

Theorem 2.10 (Guo-Krasnoselskii Theorem [17]). Let $\mathrm{C}^{*}$ be a cone in a Banach space $\mathfrak{D}$, and $\mathfrak{U}_{1}, \mathfrak{U}_{2}$ are two bounded subsets of $\mathfrak{D}$ such that $0 \in \mathfrak{U}_{1}, \overline{\mathfrak{U}_{1}} \subset \mathfrak{U}_{2}$, and suppose that $\mathfrak{A}: \mathrm{C}^{*} \cap \overline{\mathfrak{U}_{2}} \backslash \mathfrak{U}_{1} \rightarrow \mathrm{C}^{*}$ is a continuous operator satisfying
i. $\|\mathfrak{A T}\| \leqslant\|\mathrm{T}\|$ if $\mathrm{T} \in \mathrm{C}^{*} \cap \partial \mathfrak{U}_{1}$, and $\|\mathfrak{A T}\| \geqslant\|\mathrm{T}\|$ if $\mathrm{T} \in \mathrm{C}^{*} \cap \partial \mathfrak{U}_{2}$; or
ii. $\|\mathfrak{A T}\| \geqslant\|\mathrm{T}\|$ if $\mathrm{T} \in \mathrm{C}^{*} \cap \partial \mathfrak{U}_{1}$, and $\|\mathfrak{A T}\| \leqslant\|\mathrm{T}\|$ if $\mathrm{T} \in \mathrm{C}^{*} \cap \partial \mathfrak{U}_{2}$.

Then $\mathfrak{A}$ has a fixed point at $\mathrm{C}^{*} \cap \overline{\mathfrak{U}_{2}} \backslash \mathfrak{U}_{1}$.

## 3. Main results

Theorem 3.1. Let $\mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t})) \in \mathrm{C}[0,1]$ be an integrable function holding (1.3), then, for $\mathfrak{m}<\Upsilon, \delta \leqslant m+1, \mathrm{~m} \geqslant 4$, the unique solution for (1.3) is given by

$$
\mathcal{Q}(\mathrm{t})=\int_{0}^{1} \mathcal{G}^{\mathscr{O}}(\mathrm{s}, \mathrm{t}) \phi_{\mathfrak{p}}\left({ }_{0}^{\mathrm{AB}} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{d} \mathrm{~s},
$$

where

Proof. If we apply AB-fractional integral operator $0_{0}^{A B} I^{\curlyvee}$ on (1.3) and use Lemma 2.6, we get

$$
\phi_{\mathrm{p}}\left[0 \mathcal{D}^{\check{\delta}} \mathcal{Q}(\mathrm{t})\right]-\sum_{\mathrm{k}=0}^{\mathrm{m}} \frac{\left(\phi_{\mathrm{p}}\left[0 \mathcal{D}^{\boldsymbol{\delta}} \mathcal{Q}(0)\right]\right)^{(k)}}{\mathrm{k}!} \mathrm{t}^{k}=-_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))], \quad \mathrm{k}=0,1,2, \ldots, \mathrm{~m} .
$$

By using the condition $\left.\left(\phi_{\mathfrak{p}}\left(\mathcal{D}^{\widetilde{ }} \mathcal{Q}(\mathrm{t})\right)\right)^{(\mathrm{k})}\right|_{\mathrm{t}=0}=0, \mathrm{k}=0,1,2, \ldots, \mathrm{~m}$, we have

$$
\phi_{p}\left[{ }_{0} \mathcal{D}^{\mathscr{O}} \mathcal{Q}(\mathrm{t})\right]=-{ }_{0}^{\mathrm{AB}} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))] .
$$

By applying the operator $\phi_{p}^{-1}=\phi_{\mathrm{q}}$, we have

$$
{ }_{0} \mathcal{D}^{\boldsymbol{\partial}} \mathfrak{Q}(\mathrm{t})=-\phi_{\mathrm{q}}\left({ }_{0}^{\mathrm{AB}} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) .
$$

Applying RL fractional integral, we have

By using the condition $\left.{ }_{0} \mathrm{I}^{\mathrm{k}-\widetilde{\sigma}}(\mathcal{Q}(\mathrm{t}))\right|_{\mathrm{t}=0}=0, \mathrm{k}=1,3,4, \ldots, \mathrm{~m}$, the constants $\mathrm{a}_{1}=\mathrm{a}_{3}=\mathrm{a}_{4}=\cdots=\mathrm{a}_{\mathrm{m}}=0$. By substituting the values of the constants in (3.2), we get

$$
\mathcal{Q}(\mathrm{t})=-{ }_{0} I^{\widetilde{ }}\left[\phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right)\right]+\mathrm{a}_{2} \mathrm{t}^{\widetilde{\triangle}-2} .
$$

By using the condition $\left.{ }_{0} \mathcal{D}^{\tilde{\sigma}-2}(Q(\mathrm{t}))\right|_{\mathrm{t}=1}=0$, and Lemma 2.8, we have

$$
a_{2}=\left.\frac{1}{\Gamma(\partial-1)} \quad{ }_{0} I^{2}\left[\phi_{q}\left({ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(t) \mathcal{J}(t, Q(t))]\right)\right]\right|_{t=1} .
$$

So, the solution of problem (1.3) will become

$$
\begin{aligned}
& \mathcal{Q}(\mathrm{t})={ }_{0} \mathrm{I}^{\mathscr{O}}\left[\phi_{\mathrm{q}}\left({ }_{0}^{A B} \mathrm{I}^{\Upsilon}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right)\right]+\left.\mathrm{t}^{\tilde{\partial}-2} \frac{1}{\Gamma(\tilde{O}-1)} \quad{ }_{0} \mathrm{I}^{2}\left[\phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\Upsilon}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right)\right]\right|_{\mathrm{t}=1} \\
& \left.=-\frac{1}{\Gamma(\widetilde{\partial})} \int_{0}^{\mathrm{t}}(\mathrm{t}-\mathrm{s})^{\widetilde{\widetilde{\sigma}-1}} \phi_{\mathrm{q}}{ }_{0}{ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathrm{Q}(\mathrm{t}))]\right) \mathrm{ds} \\
& +\mathrm{t}^{\check{\partial}-2} \frac{1}{2 \Gamma(\partial-1)} \int_{0}^{1}(1-\mathrm{s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{d} \mathrm{~s} \\
& \left.=\int_{0}^{1}\left[-\frac{1}{\Gamma(\tilde{\partial})}(\mathrm{t}-\mathrm{s})^{\tilde{\partial}-1}+\mathrm{t}^{\tilde{\partial}-2} \frac{1}{2 \Gamma(\widetilde{\partial}-1)}(1-\mathrm{s})\right] \phi_{\mathrm{q}}{ }_{0}^{A \mathrm{AB}} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds} \\
& =\int_{0}^{1} \mathcal{G}^{\widetilde{J}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A \mathrm{~B}} \mathrm{I}^{\Upsilon}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds},
\end{aligned}
$$

where $\mathcal{G}^{\widetilde{ }}(\mathrm{t}, \mathrm{s})$ is the green function defined in (3.1).
Lemma 3.2. The green function $\mathcal{G}^{\widetilde{ }}(\mathrm{t}, \mathrm{s})$ defined in (3.1) holds the following assumptions:
$\mathcal{M}_{1}: \mathcal{G}^{\mho}(\mathrm{t}, \mathrm{s})>0$ for all $\mathrm{s}, \mathrm{t} \in(0,1]$;
$\mathcal{M}_{2}: \mathcal{G}^{\widetilde{\sigma}}(\mathrm{t}, \mathrm{s})$ is increasing function such that $\max _{\mathrm{t} \in[0,1]} \mathcal{G}^{\boldsymbol{\sigma}}(\mathrm{t}, \mathrm{s})=\mathcal{G}^{\widetilde{\sigma}}(1, \mathrm{~s})$;
$\mathcal{M}_{3}: \mathcal{G}^{\widetilde{\sigma}}(\mathrm{t}, \mathrm{s}) \geqslant \mathrm{t}^{\tilde{\sigma}-1} \max _{\mathrm{t} \in[0,1]} \mathcal{G}^{\widetilde{\partial}}(\mathrm{t}, \mathrm{s})$, where $\mathrm{s}, \mathrm{t} \in(0,1]$.
Proof. For proving $\mathcal{M}_{1}$, we consider two cases.
Case 1: If $s \leqslant t$,

$$
\begin{aligned}
& =-\frac{t^{\check{\jmath}-1}}{(\check{\partial}-1) \Gamma(\check{\partial}-1)}\left(1-\frac{s}{t}\right)^{\check{\jmath}-1}+t^{\check{\jmath}-2} \frac{1}{2 \Gamma(\check{\partial}-1)}(1-s)
\end{aligned}
$$

$$
\begin{aligned}
& \geqslant-\frac{\mathrm{t}^{\check{\partial}-1}}{(\partial-1) \Gamma(\partial-1)}(1-s)^{\check{\delta-1}}+\mathrm{t}^{\check{\delta}-1} \frac{1}{2 \Gamma(\partial-1)}(1-s)^{\check{\delta}-1} \\
& =-\frac{t^{\check{\jmath}-1}}{\Gamma(\check{\partial}-1)}(1-s)^{\widetilde{\partial}-1}\left(\frac{-1}{\bar{\partial}-1}+\frac{1}{2}\right) \geqslant 0 .
\end{aligned}
$$

It implies that

$$
\begin{equation*}
\mathcal{G}^{\precsim}(t, s) \geqslant 0, \quad s \leqslant t \leqslant 1 \tag{3.3}
\end{equation*}
$$

Case 2: If $s \geqslant t, \quad \mathcal{G}^{\mathscr{\sigma}}(\mathrm{t}, \mathrm{s})=\mathrm{t}^{\tilde{\sigma}-2} \frac{1}{2 \Gamma(\tilde{\delta}-1)}(1-s) \geqslant 0$. It implies that

$$
\begin{equation*}
\mathcal{G}^{\widetilde{\sigma}}(\mathrm{t}, \mathrm{~s}) \geqslant 0, \quad \mathrm{t} \leqslant \mathrm{~s} \leqslant 1 . \tag{3.4}
\end{equation*}
$$

From (3.3) and (3.4), it is shown that

$$
\begin{equation*}
\mathcal{G}^{\widetilde{a}}(t, s) \geqslant 0, \quad s, t \in(0,1] . \tag{3.5}
\end{equation*}
$$

$\mathcal{M}_{2}$ can be proved by considering two cases.
Case 1: If $s \leqslant t$, we have

$$
\begin{align*}
& \frac{\partial \mathcal{G}^{\partial}(\mathrm{t}, \mathrm{~s})}{\partial \mathrm{t}}=-\frac{\partial-1}{\Gamma(\partial)}(\mathrm{t}-\mathrm{s})^{\check{\nearrow}-2}+(\partial-2) \mathrm{t}^{\check{\partial}-3} \frac{1}{2 \Gamma(\check{\partial}-2)}(1-s) \\
& =-\frac{t^{\check{\delta}-2}}{\Gamma(\check{\partial}-1)}\left(1-\frac{s}{t}\right)^{\check{\sigma}-2}+t^{\check{\nearrow}-3} \frac{1}{2 \Gamma(\partial-2)}(1-s)  \tag{3.6}\\
& \geqslant-\frac{\mathrm{t}^{\check{\nearrow}-2}}{(\partial-2) \Gamma(\partial-2)}(1-s)^{\check{\sigma}-2}+\mathrm{t}^{\check{\jmath}-2} \frac{1}{2 \Gamma(\partial-2)}(1-s)^{\check{\partial}-2} \\
& =\frac{\mathrm{t}^{\check{\jmath}-2}}{\Gamma(\check{\partial}-2)}(1-s)^{\tilde{\delta}-2}\left(\frac{-1}{(\partial-2)}+\frac{1}{2}\right) \geqslant 0 .
\end{align*}
$$

Case 2: For $s \geqslant t$, we have $\partial-2, t^{\partial-3}, \Gamma(\partial-1),(1-s) \geqslant 0$, so

$$
\frac{\partial \mathcal{G}^{\nearrow}(\mathrm{t}, \mathrm{~s})}{\partial \mathrm{t}}=(\partial-2) \mathrm{t}^{\nearrow-3} \frac{1}{2 \Gamma(\partial-1)}(1-s) \geqslant 0 .
$$

From (3.5) and (3.6), it is clear that $\frac{\partial \mathcal{G}^{\tilde{\delta}}(t, s)}{\partial t} \geqslant 0$, which shows $\mathcal{G}^{\tilde{\sigma}}(t, s)$ is increasing function for $s, t \in(0,1)$, and we get

$$
\max _{t \in[0,1]} \mathcal{G}^{\widetilde{\partial}}(\mathrm{t}, \mathrm{~s})=-\frac{1}{\Gamma(\tilde{\partial})}(\mathrm{t}-\mathrm{s})^{(\check{\delta}-1)}+\frac{1}{2 \Gamma(\check{\partial}-1)}(1-s)=\mathcal{G}^{\widetilde{\partial}}(1, s), \quad s \leqslant t \leqslant 1 .
$$

Similarly for $\mathrm{t} \leqslant \mathrm{s} \leqslant 1$, we have

$$
\max _{\mathfrak{t} \in[0,1]} \mathcal{G}^{\widetilde{\partial}}(\mathrm{t}, \mathrm{~s})=\frac{1}{2 \Gamma(\check{\partial}-1)}(1-\mathrm{s})=\mathcal{G}^{\widetilde{\jmath}}(1, s) .
$$

For $\mathcal{M}_{3}$, we have two cases.
Case 1: For $s \leqslant t$,

$$
\begin{align*}
& \mathcal{G}^{\tilde{\partial}}(\mathrm{t}, \mathrm{~s})=-\frac{1}{\Gamma(\tilde{\partial})}(\mathrm{t}-\mathrm{s})^{\tilde{\partial}-1}+\mathrm{t}^{\tilde{\partial}-2} \frac{1}{2 \Gamma(\check{\partial}-1)}(1-\mathrm{s}) \\
& =-\frac{\mathrm{t}^{\delta-1}}{\Gamma(\check{\partial})}\left(1-\frac{\mathrm{s}}{\mathrm{t}}\right)^{\check{\delta}-1}+\mathrm{t}^{\check{\delta}-2} \frac{1}{2 \Gamma(\partial-1)}(1-\mathrm{s}) \\
& \geqslant \mathrm{t}^{\check{\nearrow}-1}\left[-\frac{1}{\Gamma(\check{\partial})}(1-s)^{\check{\delta}-1}+\mathrm{t}^{-1} \frac{1}{2 \Gamma(\check{\partial}-1)}(1-s)\right] \tag{3.7}
\end{align*}
$$

Case 2: For $\mathrm{t} \leqslant \mathrm{s}$, we have

$$
\begin{align*}
& \mathcal{G}^{\widetilde{\partial}}(\mathrm{t}, \mathrm{~s})=\mathrm{t}^{\check{\nearrow}-2} \frac{1}{2 \Gamma(\check{\partial}-1)}(1-s) \\
& =\mathrm{t}^{\check{\partial}-1}\left[\mathrm{t}^{-1} \frac{1}{2 \Gamma(\partial-1)}(1-s)\right] \tag{3.8}
\end{align*}
$$

From (3.7) and (3.8), we conclude that $\mathcal{G}^{\widetilde{\sigma}}(\mathrm{t}, \mathrm{s})=\mathrm{t}^{\widetilde{\jmath}-1} \max _{\mathrm{t} \in[0,1]} \mathcal{G}^{\widetilde{\sigma}}(\mathrm{t}, \mathrm{s})=\mathrm{t}^{\widetilde{\sigma}-1} \mathcal{G}^{\widetilde{\sigma}}(1, \mathrm{~s})$.

## 4. Existence solutions

Let $\mathcal{P} \in C[0,1]$ is a Banach space with the norm $\left.\|x\|=\max _{t \in[0,1]\{x(t)}: x \in \mathcal{P}\right\}$ and let $P$ be a cone consisting of positive functions in the space $y$ such that $P=\left\{x \in y: x(t) \geqslant t^{\epsilon}\|x\|, t \in[0,1]\right\}$. Consider $B(r)=\{x \in P:\|x\|<r\}$ and $\partial B(r)=\{x \in P:\|x\|=r\}$, and by using Theorem 3.1, the alternative form of the solution that is shown in Theorem 3.1 is

$$
\begin{equation*}
\mathcal{Q}(\mathrm{t})=\int_{0}^{1} \mathcal{G}^{\widetilde{\mathrm{a}}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{\mathrm{AB}} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds} . \tag{4.1}
\end{equation*}
$$

Define $\mathcal{T}: \mathcal{P} \backslash\{0\} \rightarrow \mathcal{P}$ by

$$
\mathfrak{T Q}(\mathrm{t})=\int_{0}^{1} \mathcal{G}^{\mathscr{\Upsilon}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathfrak{q}}\left({ }_{0}^{A B} \mathrm{I}^{\Upsilon}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds} .
$$

With the help of Theorem 3.1, the fixed point of the operator $\mathcal{T}$ is equivalent to the solution of equation (1.3), and it is defined as

$$
\begin{equation*}
\mathfrak{T} \mathfrak{Q}(\mathrm{t})=\mathfrak{Q}(\mathrm{t}) . \tag{4.2}
\end{equation*}
$$

The following are satisfied:
$\mathcal{N}_{1}: \mathcal{J}:(0,1) \times(0, \infty) \rightarrow[0, \infty)$ is continuous and $\|\mathcal{J}(\mathrm{t}, \mathfrak{Q}(\mathrm{t}))\| \leqslant \mathfrak{Y}<\infty ;$
$\mathcal{N}_{2}: \mathfrak{U}:(0,1) \times[0, \infty) \rightarrow[0, \infty)$ is non-vanishing and continuous on $(0,1)$ such that

$$
\|\mathfrak{U}\|=\max _{t \in[0,1]}|\mathfrak{U}(\mathrm{t})|<\infty ;
$$

$\mathcal{N}_{3}$ : for a positive number $d_{1}, d_{2}$, and $k \in[0,1]$, the function $\mathcal{J}$ fulfills

$$
|\mathcal{J}(\mathrm{t}, \mathscr{Q})| \leqslant \phi_{\mathrm{q}}\left(\mathrm{~d}_{1}|\mathcal{Q}(\mathrm{t})|^{\mathrm{k}}+\mathrm{d}_{2}\right) ;
$$

$\mathcal{N}_{4}$ : for all $u, v \in \mathcal{P}$, there exist positive constant $a_{1}$, such that

$$
|\mathcal{J}(\mathrm{t}, \mathrm{u})-\mathcal{J}(\mathrm{t}, v)| \leqslant \mathrm{a}_{1}|u(\mathrm{t})-v(\mathrm{t})| .
$$

Theorem 4.1. If the conditions $\mathcal{N}_{1}-\mathcal{N}_{3}$ are hold, $\mathcal{T}$ is an operator with completely continuous property.
Proof. For any $\mathrm{x} \in \overline{\mathcal{P}\left(\mathrm{r}_{2}\right)} \backslash \mathcal{P}\left(\mathrm{r}_{1}\right)$, from (4.2) and Lemma 3.2, we have

$$
\begin{equation*}
\left.\mathcal{T Q}(\mathrm{t})=\int_{0}^{1} \mathcal{G}^{\widetilde{\jmath}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{d} s \leqslant \int_{0}^{1} \mathcal{G}^{\widetilde{\jmath}}(1, \mathrm{~s}) \phi_{\mathrm{q}}{ }_{0}^{A \mathrm{AB}} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{T Q}(\mathrm{t})=\int_{0}^{1} \mathcal{G}^{\mathscr{\delta}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{d} s \geqslant \mathrm{t}^{\tilde{\delta}-1} \int_{0}^{1} \mathcal{G}^{\mathscr{J}}(1, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} \mathrm{I}^{\Upsilon}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds} . \tag{4.4}
\end{equation*}
$$

With the help of the (4.3) and (4.4), we obtain

$$
\mathcal{T} \mathfrak{Q}(\mathrm{t}) \geqslant \mathrm{t}^{\widetilde{\widetilde{ }}-1}\|\mathcal{T} \mathfrak{Q}(\mathrm{t})\|, \mathrm{t} \in[0,1] .
$$

This implies $\overline{\mathcal{P}\left(r_{2}\right)} \backslash \mathcal{P}\left(r_{1}\right) \rightarrow$. For proving the continuity of $\mathcal{T}$, we need to show $\left\|\mathcal{T} \Omega_{\mathfrak{m}}-\mathcal{T} \mathbb{Q}\right\| \rightarrow 0$ as $m \rightarrow \infty$.

$$
\begin{align*}
& \left.\left.\left\|\mathcal{T} Q_{\mathfrak{m}}-\mathcal{T Q}\right\|=\mid \int_{0}^{1} \mathcal{G}^{\mathscr{O}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathfrak{q}}{ }_{0}^{A B}{ }^{A B} I^{\curlyvee}\left[\mathfrak{U}(\mathrm{t}) \mathcal{J}\left(\mathrm{t}, \mathrm{Q}_{\mathfrak{m}}(\mathrm{t})\right)\right]\right) \mathrm{ds}-\int_{0}^{1} \mathcal{G}^{\mathscr{\mathscr { O }}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}{ }_{0}{ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds} \mid \\
& \leqslant \int_{0}^{1}\left|\mathcal{G}^{\widetilde{d}}(\mathrm{t}, \mathrm{~s}) \|\left(\phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\Upsilon}\left[\mathfrak{U}(\mathrm{t}) \mathcal{J}\left(\mathrm{t}, \mathbb{Q}_{\mathfrak{m}}(\mathrm{t})\right)\right]\right)-\phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right)\right)\right| \mathrm{ds} . \tag{4.5}
\end{align*}
$$

Because of (4.5) and the continuity of $\mathcal{J}$, we have $\left\|\mathcal{T} \mathfrak{Q}_{\mathfrak{m}}-\mathcal{T} \mathbb{Q}\right\|$ as $\mathfrak{m} \rightarrow \infty$. This shows that $\mathcal{T}$ is continuous.
In the next step, we need to show the uniform boundedness of $\mathcal{T}$. Making use of (4.1), and preassumption $\mathcal{N}_{1}$, we obtain

$$
\begin{align*}
& |\mathcal{T Q}|=\left|\int_{0}^{1} \mathcal{G}^{\widetilde{ }}(\mathrm{t}, \mathrm{~s}) \phi_{\mathbf{q}}\left({ }_{0}^{A \mathrm{~B}} \mathrm{I}^{\Upsilon}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right)\right| \mathrm{ds} \\
& \leqslant\left|\int_{0}^{1} \mathcal{G}^{\mho}(1, s) \phi_{q}\left({ }_{0}^{A B} I^{\Upsilon}[\mathfrak{U}(t) \mathcal{J}(t, \mathcal{Q}(t))]\right)\right| \mathrm{ds} \\
& \leqslant \int_{0}^{1}\left|\mathcal{G}^{\widetilde{ }}(1, s)\right| \phi_{q}\left({ }_{0}^{A B} I^{\Upsilon}[\mathfrak{U}(t) \mathcal{J}(t, Q(t))]\right) d s \\
& \leqslant \int_{0}^{1}\left|\mathcal{G}^{\Im}(1, s)\right| \phi_{\mathfrak{q}}\left(\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)}\|\mathfrak{U}\|\left(\phi_{\mathfrak{p}}\left(\mathrm{d}_{1}\|\mathfrak{Q}\|^{\mathrm{k}}+\mathrm{d}_{2}\right)\right)\right.  \tag{4.6}\\
& \left.+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon)} \int_{0}^{s}(s-w)^{\Upsilon-1}\|\mathfrak{U}\|\left(\phi_{p}\left(d_{1}\|\mathcal{Q}\|^{k}+d_{2}\right)\right) d w\right) d s \\
& \leqslant\left(-\frac{1}{\Gamma(\partial+1)}+\frac{1}{4 \Gamma(\partial-1)}\right) \phi_{\mathfrak{q}}\left(\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)}\|\mathfrak{U}\|\left(\phi_{\mathfrak{p}}\left(d_{1}\|\mathfrak{Q}\|^{k}+d_{2}\right)\right)\right. \\
& +\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon+2)}\|\mathscr{U}\|\left(\phi_{p}\left(d_{1}\|\mathscr{Q}\|^{k}+d_{2}\right)(0+1)\right) \\
& \leqslant\left(\frac{1}{\Gamma(\partial+1)}+\frac{1}{4 \Gamma(\partial-1)}\right) \phi_{\mathrm{q}}\left(\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)} \mathfrak{M}+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon+2)} \mathfrak{M}\right)<\infty,
\end{align*}
$$

where $\mathfrak{M}=\|\mathfrak{U}\|\left(\phi_{\mathfrak{p}}\left(d_{1}\|\mathscr{Q}\|^{k}+d_{2}\right)\right)$. Equation (4.6) shows that the operator $\overline{\mathcal{P}\left(r_{2}\right)} \backslash \mathcal{P}\left(r_{1}\right)$ is a uniformly bounded operator.

Regarding the operator $\mathfrak{T}$, its equicontinuity can be prove by using the assumption $\mathcal{N}_{3}$, Theorem 2.10, and (4.1), which gives us the following: For $t_{1}, t_{2} \in[0,1]$, we have

$$
\begin{aligned}
& \left.\left|\mathcal{T Q}\left(\mathrm{t}_{2}\right)-\mathcal{T Q}\left(\mathrm{t}_{1}\right)\right|=\mid \int_{0}^{1} \mathcal{G}^{\widetilde{\widetilde{O}}}\left(\mathrm{t}_{2}, \mathrm{~s}\right) \Phi_{\mathrm{q}}{ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathfrak{Q}(\mathrm{t}))]\right) \mathrm{ds} \\
& -\int_{0}^{1} \mathcal{G}^{\mathscr{O}}\left(\mathrm{t}_{1}, \mathrm{~s}\right) \phi_{\mathrm{q}}\left({ }_{0}^{\mathrm{AB}} \mathrm{I}^{\Upsilon}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds} \mid \\
& \leqslant \int_{0}^{1}\left(\left|\mathcal{G}^{\widetilde{\partial}}\left(\mathrm{t}_{2}, \mathrm{~s}\right)\right|-\left|\mathcal{G}^{\widetilde{\partial}}\left(\mathrm{t}_{1}, \mathrm{~s}\right)\right|\right) \phi_{\mathfrak{q}}\left(\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)}\|\mathfrak{U}\|\left(\phi_{\mathfrak{p}}\left(\mathrm{d}_{1}\|\mathfrak{Q}\|^{k}+\mathrm{d}_{2}\right)\right)\right. \\
& \left.+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon+1)} \int_{0}^{s}(s-w)^{\Upsilon-1}\|\mathscr{U}\|\left(\phi_{\mathfrak{p}}\left(\mathrm{d}_{1}\|\mathscr{Q}\|^{k}+\mathrm{d}_{2}\right)\right) \mathrm{d} w\right) \mathrm{d} s \\
& \leqslant\left(\left|\mathcal{G}^{\tilde{O}}\left(\mathrm{t}_{2}, \mathrm{~s}\right)\right|-\left|\mathcal{G}^{\mathscr{O}}\left(\mathrm{t}_{1}, \mathrm{~s}\right)\right|\right) \phi_{\mathrm{q}}\left[\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)} \mathfrak{M}+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon+2)} \mathfrak{M}(0+1)\right] \\
& \leqslant\left(\frac{\left|t_{2}^{\check{\jmath}}-\mathrm{t}_{1}^{\tilde{\sigma}}\right|}{\Gamma(\partial+1)}+\frac{\left|\mathrm{t}_{2}^{\tilde{\delta}-2}-\mathrm{t}_{1}^{\tilde{\delta}-2}\right|}{4 \Gamma(\partial-1)}\right) \phi_{\mathrm{q}}\left[\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)} \mathfrak{M}+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon+2)} \mathfrak{M}\right] .
\end{aligned}
$$

As $t_{2} \rightarrow t_{1},\left|\mathcal{T Q}\left(t_{2}\right)-\mathcal{T Q}\left(t_{1}\right)\right| \rightarrow 0$, so $\mathfrak{T}: \overline{\mathcal{P}\left(r_{2}\right)} \backslash \mathcal{P}\left(r_{1}\right)$ is equicontinuous. By using Arzela-Ascoli Theorem, $\mathcal{T}: \overline{\mathcal{P}\left(r_{2}\right)} \backslash \mathcal{P}\left(r_{1}\right)$ is compact. It indicates $\mathcal{T}$ is compact in $\overline{\mathcal{P}\left(r_{2}\right)} \backslash \mathcal{P}\left(r_{1}\right)$. Then $\mathcal{T}: \overline{\mathcal{P}\left(r_{2}\right) \backslash \mathcal{P}\left(r_{1}\right) \rightarrow P \text { is completely }}$ continuous.

For controlling the growth of nonlinear function $\mathcal{J}(t, \mathcal{Q}(t))$, the hight functions are defined as follows:

$$
\left\{\begin{array}{lll}
\phi_{\max }(\mathrm{t}, \mathrm{r})=\max \{\mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))\}: \mathrm{t}^{\Upsilon-1} \mathrm{r} \leqslant \mathcal{Q} \leqslant r, \quad r>0, & t \in(0,1),  \tag{4.7}\\
\phi_{\min }(\mathrm{t}, \mathrm{r})=\min \{\mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))\}: \mathrm{t}^{\Upsilon-1} \mathrm{r} \leqslant \mathcal{Q} \leqslant \mathrm{r}, \quad \mathrm{r}>0, & \mathrm{t} \in(0,1) .
\end{array}\right.
$$

Theorem 4.2. Assume that $\mathcal{N}_{1}-\mathcal{N}$ are hold, and $\mu_{1}, \mu_{2} \in \mathbb{R}$ with one of the next conditions is fulfilled:
$\mathcal{H}_{1}:$

$$
\mu_{1} \leqslant \int_{0}^{1} \mathcal{G}^{\check{\nearrow}}(1, s) \phi_{\mathrm{q}}\left({ }_{0}^{\mathrm{AB}} \mathrm{I}^{\curlyvee}\left[\mathfrak{U}(\mathrm{t}) \phi_{\min } \mathcal{J}\left(\mathrm{t}, \mu_{1}\right)\right]\right) \mathrm{ds}<\infty,
$$

and

$$
\int_{0}^{1} \mathcal{G}^{\mho}(1, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{\mathrm{AB}} \mathrm{I}^{\Upsilon}\left[\mathfrak{U}(\mathrm{t}) \phi_{\max } \mathcal{J}\left(\mathrm{t}, \mu_{2}\right)\right]\right) \mathrm{ds}<\mu_{2}
$$

$\mathcal{H}_{2}:$

$$
\int_{0}^{1} \mathcal{G}^{\S}(1, s) \phi_{q}\left({ }_{0}^{A B} I^{\Upsilon}\left[\mathfrak{U}(\mathrm{t}) \phi_{\max } \mathcal{O}\left(\mathrm{t}, \mu_{1}\right)\right]\right) \mathrm{d} s<\mu_{1}
$$

and

$$
\mu_{2} \leqslant \int_{0}^{1} \mathcal{G}^{\mp}(1, s) \phi_{\mathrm{q}}\left({ }_{0}^{\mathrm{AB}} \mathrm{I}^{\Upsilon}\left[\mathfrak{U}(\mathrm{t}) \phi_{\min } \mathcal{J}\left(\mathrm{t}, \mu_{2}\right)\right]\right) \mathrm{d} s<\infty
$$

Then，the suggested problem（1．3）has an increasing solution $Q \in P$ ，such that $\mu_{1} \leqslant\|Q\| \leqslant \mu_{2}$ ．
Proof．Without loss of generalization，we consider the case $\mathcal{H}_{1}$ ．By assuming $\mathbb{Q} \in \partial \mathcal{P} \mu_{1}$ ，we have $\|\mathbb{Q}\|=\mu_{1}$ ， and $t^{\delta-1} \mu_{1} \leqslant \mathcal{Q}(t) \leqslant \mu_{1}, t \in[0,1]$ ．By using（4．7），it shows that $\phi_{\min }(t, Q) \leqslant \mathcal{J}(t, Q(t))$ ，which gives

$$
\begin{aligned}
& \|\mathcal{T Q}(\mathrm{t})\|=\max _{\mathrm{t} \in[0,1]} \int_{0}^{1} \mathcal{G}^{\widetilde{ }}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds} \\
& \geqslant t^{\delta-1} \int_{0}^{1} \mathcal{G}^{\varnothing}(1, s) \phi_{q}\left({ }_{0}^{A B} I^{\Upsilon}[\mathfrak{U}(t) \mathcal{J}(t, Q(t))]\right) d s \\
& \geqslant \int_{0}^{1} \mathcal{G}^{\S}(1, s) \phi_{\mathrm{q}}\left({ }_{0}^{A B} \mathrm{I}^{\Upsilon}\left[\mathfrak{U}(\mathrm{t}) \phi_{\min } \mathcal{J}\left(\mathrm{t}, \mu_{1}\right)\right]\right) \mathrm{d} s \geqslant \mu_{1}=\|\mathbb{Q}\| \text {. }
\end{aligned}
$$

If $\mathcal{Q} \in \partial \mathcal{P} \mu_{2}$ ，we have $\|\mathcal{Q}\|=\mu_{2}$ ，and $t^{\partial-1} \mu_{2} \leqslant \mathcal{Q}(t) \leqslant \mu_{2}, t \in[0,1]$ ．By using（4．7），it shows that $\phi_{\max }(t, Q) \geqslant \mathcal{J}(t, Q(t))$ ，which gives

$$
\begin{aligned}
& \|\mathcal{T} \mathcal{Q}(t)\|=\min _{t \in[0,1]} \int_{0}^{1} \mathcal{G}^{\widetilde{\partial}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\Upsilon}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathrm{Q}(\mathrm{t}))]\right) \mathrm{ds} \\
& \leqslant t^{\text {厄-1 }} \int_{0}^{1} \mathcal{G}^{\text {厄 }}(1, s) \phi_{q}\left({ }_{0}^{A B} I^{\Upsilon}[\mathfrak{U}(t) \mathcal{J}(t, Q(t))]\right) d s \\
& \leqslant \int_{0}^{1} \mathcal{G}^{\text {}}(1, s) \phi_{q}\left({ }_{0}^{A B} I^{\curlyvee}\left[\mathfrak{U}(\mathrm{t}) \phi_{\max } \mathcal{J}\left(\mathrm{t}, \mu_{2}\right)\right]\right) \mathrm{d} s \leqslant \mu_{2}=\|Q\| .
\end{aligned}
$$

By exploiting Lemma 2．9，the operator $\mathcal{T}$ has a fixed point，assume $Q^{*} \in \overline{\mathcal{P}\left(\mu_{2}\right)} \backslash \mathcal{P}\left(\mu_{1}\right)$ ．Then，$\mu_{1} \leqslant\left\|Q^{*}\right\| \leqslant$ $\mu_{2}$ ．By applying Theorem 3.1 and Lemma 3．2，we obtain $Q^{*}(t) \geqslant t^{\delta-1} \| Q^{*} \mid \geqslant \mu_{1} t^{\delta-1}, t \in[0,1]$ ．This intend that $Q^{*}$ is a positive solution．Again Theorem 3.1 and Lemma 3.2 were applied，and it gave

$$
\frac{\partial}{\partial \mathrm{t}} Q^{*}(\mathrm{t})=\frac{\partial}{\partial \mathrm{t}}(\mathcal{T} Q(\mathrm{t}))=\int_{0}^{1} \frac{\partial}{\partial \mathrm{t}} \mathcal{G}^{\widetilde{ }}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} \mathrm{I}^{\Upsilon}\left[\mathfrak{U}(\mathrm{t}) \mathcal{J}\left(\mathrm{t}, \mathrm{Q}^{*}(\mathrm{t})\right)\right]\right) \mathrm{ds}
$$

This indicates that the solution $Q^{*}(t)$ is increasing and positive．

## 5．Stability analysis

In this part，we use HUS for our proposed $A B C$ derivative problem with nonlinear operator $\phi_{p}$（1．3）． For this task，we follow many related studies［7，21，22］．

Definition 5．1．Equation（4．1）satisfies HUS if this condition holds：For each positive number $\gamma$ ，there
exists a positive constant $\rho$ such that, if

$$
\left|\mathscr{Q}(\mathrm{t})-\int_{0}^{1} \mathcal{G}^{\widetilde{\sigma}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} I^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{ds}\right| \leqslant \gamma,
$$

there is a $z(t)$ satisfying

$$
\begin{equation*}
\left.z(t)=\int_{0}^{1} \mathcal{G}^{\widetilde{\sigma}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}{ }_{0}^{\mathrm{AB}} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{d} s, \tag{5.1}
\end{equation*}
$$

which implies $|\mathscr{Q}(\mathrm{t})-\mathcal{z}(\mathrm{t})| \leqslant \gamma \rho$.
In the next theorem, we introduce and prove the stability of our proposed problem (1.3).

Theorem 5.2. By assuming that the assumptions $\mathcal{N}_{1}, \mathcal{N}_{2}$, and $\mathcal{N}_{4}$ are satisfied, the problem (1.3) is HU stable.
Proof. Let $\mathcal{Q}(\mathrm{t})$ is an exact solution of (4.1) and $\mathcal{Z}(\mathrm{t})$ is an approximate solution and holds (5.1), we get

$$
\begin{aligned}
& |\mathcal{L}(\mathrm{t})-\mathcal{Z}(\mathrm{t})|=\mid \int_{0}^{1} \mathcal{G}^{\widetilde{\partial}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{A B} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))]\right) \mathrm{d} s-\int_{0}^{1} \mathcal{G}^{\widetilde{\widetilde{O}}}(\mathrm{t}, \mathrm{~s}) \phi_{\mathrm{q}}\left({ }_{0}^{\mathrm{AB}} \mathrm{I}^{\curlyvee}[\mathfrak{U}(\mathrm{t}) \mathcal{J}(\mathrm{t}, \mathcal{Z}(\mathrm{t}))]\right) \mathrm{ds} \\
& \leqslant(p-1) \rho^{p-2}\|\mathfrak{U}\|^{\mathfrak{q}-1}\left(\int_{0}^{1} \mathcal{G}^{\widetilde{\widetilde{ }}(\mathrm{t}, \mathrm{~s})\left[\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)}\|\mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t}))-\mathcal{J}(\mathrm{t}, \mathcal{Z}(\mathrm{t}))\|\right.}\right. \\
& \left.\left.+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon)} \int_{0}^{s}(s-w)^{\Upsilon-1}\|\mathcal{J}(w, \mathcal{Q}(w))-\mathcal{J}(w, \mathcal{Z}(w))\| \mathrm{d} w\right] \mathrm{~d} s\right) \\
& \leqslant(p-1) \rho^{\mathfrak{p}-2}\|\mathfrak{L}\|^{\mathfrak{q}-1}\left(\frac{1}{\Gamma(\partial+1)}+\frac{1}{4 \Gamma(\partial-1)}\right)\left[\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)}+\frac{\Upsilon(1-0)}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon+2)}\right]^{\mathfrak{q}-1} \rho\|\mathcal{Q}-z\|,
\end{aligned}
$$

where $\gamma=(\mathfrak{p}-1) \rho^{\mathfrak{p}-2}\|\mathfrak{L}\|^{\mathfrak{q}-1}\left(\frac{1}{\Gamma(\tilde{\partial}+1)}+\frac{1}{4 \Gamma(\overline{\tilde{\delta}-1)})}\right)\left[\frac{1-\gamma}{\mathbb{B}(\gamma)}+\frac{\gamma}{\mathbb{B}(\gamma) \Gamma(\gamma+2)}\right]^{\mathfrak{q}-1} \rho$, therefore, the fractional integral operator in (4.2) satisfies HUS. Based on HUS method, the solution of the proposed problem (1.3) is stable.

## 6. Illustrative example

In this Section, we investigate one example for the application of our results that have proved in Sections 4 and 5.
Example 6.1. For $t \in[0,1], \mathcal{J}(t, \mathcal{Q}(\mathrm{t}))=\mathcal{Q}^{5}(\mathrm{t})+\frac{1}{3 Q^{\frac{2}{5}}(\mathrm{t})}, \mathrm{p}=3, \mathrm{q}=1.5, \partial=\Upsilon=5.5, \mathfrak{U}(\mathrm{t})=\frac{\mathrm{t}+1}{\sqrt{1-\mathrm{t}}}$, we consider the following example for problem (1.3):

$$
\left\{\begin{array}{l}
{ }_{0}^{A B C} \mathcal{D}^{5.5}\left(\phi_{3}\left({ }_{0} \mathcal{D}^{5.5} Q(t)\right)\right)+\frac{\mathrm{t}+1}{\sqrt{1-t}}\left(Q^{5}(t)+\frac{1}{3 Q^{2}(t)}\right)=0,  \tag{6.1}\\
\left.\left(\phi_{3}\left({ }_{0} \mathcal{D}^{5.5} Q(\mathfrak{Q})\right)\right)^{(k)}\right|_{t=0}=0, k=1,2,3,4,5 \\
\left.{ }_{0} I^{k-5.5}(\mathcal{Q}(t))\right|_{t=0}=0, \quad k=1,3,4,5,\left.{ }_{0} \mathcal{D}^{3.5}(\mathcal{Q}(t))\right|_{t=1}=0 .
\end{array}\right.
$$

It is clear that the function $\mathfrak{U} \in \mathcal{C}((0,1),[0, \infty)), \mathcal{J}(\mathrm{t}, \mathcal{Q}(\mathrm{t})) \in \mathrm{C}((0,1) \times(0, \infty),[0, \infty))$. We consider the following height functions

$$
\begin{align*}
& \phi_{\max }(t, r)=\max \left\{\mathcal{J}(t, Q(t)): t^{\frac{9}{2}} r \leqslant Q \leqslant r\right\} \leqslant t^{\frac{45}{2}} r^{5}+\frac{1}{3 r^{\frac{2}{5}}}, \\
& \phi_{\min }(t, r)=\min \left\{\mathcal{J}(t, Q(t)): t^{\frac{9}{2}} r \leqslant Q \leqslant r\right\} \geqslant r^{5}+\frac{1}{3 t^{\frac{9}{5}} r^{\frac{2}{5}}} . \tag{6.2}
\end{align*}
$$

Then, for $t \in[0,1]$, we have

$$
\begin{align*}
& \int_{0}^{1} \mathcal{G}^{\widetilde{\sigma}}(1, s) \phi_{q}\left({ }_{0}^{A B} I^{\curlyvee}\left[\mathfrak{U}(w) \phi_{m a x} \mathcal{J}(w, r)\right] d w\right) d s \\
& \left.\leqslant \int_{0}^{1} \mathcal{G}^{\widetilde{\partial}}(1, s) \phi_{\mathrm{q}}{ }_{0}{ }^{\mathrm{AB}} \mathrm{I}^{\Upsilon}\left[\mathfrak{U}(w) \phi_{\max } \mathcal{J}\left(w, \mu_{1}\right)\right] \mathrm{d} w\right) \mathrm{d} s \\
& \leqslant \int_{0}^{1} \mathcal{G}^{\widetilde{\widetilde{ }}}(1, s) \phi_{\mathrm{q}}\left(\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)} \frac{\mathrm{t}+1}{\sqrt{1-\mathrm{t}}}\left(\mathrm{t}^{\frac{45}{2}} \mathrm{r}^{5}+\frac{1}{3 \mathrm{r}^{\frac{2}{5}}}\right)\right.  \tag{6.3}\\
& \left.+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon)} \int_{0}^{s}(s-w)^{\Upsilon-1} \times \frac{w+1}{\sqrt{1-w}}\left(w^{\frac{45}{2}} r^{5}+\frac{1}{3 r^{\frac{2}{5}}}\right) \mathrm{d} w\right) \mathrm{d} s \\
& \leqslant \int_{0}^{1} \mathcal{G}^{\widetilde{\partial}}(1, s) \phi_{q}\left(\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)} \frac{s+1}{\sqrt{1-s}}\left(s^{\frac{45}{2}}+\frac{1}{3}\right)+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon)}\right. \\
& \left.\times \int_{0}^{s}(s-w)^{\Upsilon-1} \frac{w+1}{\sqrt{1-w}}\left(w^{\frac{45}{2}}+\frac{1}{3}\right) d w\right) d s \leqslant 0.04958 \leqslant 1,
\end{align*}
$$

and

$$
\begin{aligned}
& \int_{0}^{1} \mathcal{G}^{\widetilde{\mho}}(1, s) \phi_{q}\left({ }_{0}^{A B} I^{\Upsilon}\left[\mathfrak{U}(w) \phi_{\min } \mathcal{J}(w, r)\right] d w\right) d s
\end{aligned}
$$

$$
\begin{align*}
& \geqslant \int_{0}^{1} \mathcal{G}^{\widetilde{\widetilde{ }}}(1, \mathrm{~s}) \phi_{\mathrm{q}}\left(\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)} \frac{\mathrm{t}+1}{\sqrt{1-\mathrm{t}}}\left(\mathrm{r}^{5}+\frac{1}{3 \mathrm{t}^{\frac{9}{5}} \mathrm{r}^{\frac{2}{5}}}\right)\right. \\
& \left.+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon)} \int_{0}^{s}(s-w)^{\Upsilon-1} \frac{w+1}{\sqrt{1-w}}\left(r^{5}+\frac{1}{3 w^{\frac{9}{5}} r^{\frac{2}{5}}}\right) \mathrm{d} w\right) \mathrm{d} s  \tag{6.4}\\
& \geqslant \int_{0}^{1} \mathcal{G}^{\mathscr{O}}(1, s) \phi_{\mathfrak{q}}\left(\frac{1-\Upsilon}{\mathbb{B}(\Upsilon)} \frac{s+1}{\sqrt{1-s}}\left(\frac{1}{1000^{5}}+\frac{1}{3 s^{\frac{9}{5}} 1000^{\frac{2}{5}}}\right)\right. \\
& \left.+\frac{\Upsilon}{\mathbb{B}(\Upsilon) \Gamma(\Upsilon)} \int_{0}^{s}(s-w)^{\Upsilon-1} \frac{w+1}{\sqrt{1-w}}\left(\frac{1}{1000^{5}}+\frac{1}{3 w^{\frac{9}{5}} 1000^{\frac{2}{5}}}\right) \mathrm{d} w\right) \mathrm{d} s \\
& \geqslant 0.02043 \geqslant \frac{1}{1000} .
\end{align*}
$$

By the assistance of Theorem 4.2, the problem (6.1) has a unique solution which satisfies $\frac{1}{1000} \leqslant\|\mathcal{Q}\| \leqslant 1$.

## 7. Conclusion

In this study, we have considered a system of fractional differential equations shown in the problem (1.3) with singularity based on ABC-fractional derivative under boundary conditions with $\phi_{p}$ - Laplacian operator. The proposed problem (1.3) has converted into an integral equation through Green function. Then, we examined Green function's behavior for being decreasing or increasing, and negative or positive function. The EU of the solution were evaluated via Guo-Krasnoselskiis fixed point theorem. HU-stability was used for ensuring the stability of the solution. An illustrative example was investigated to show the application of this study, and we used the Mathematica programming for calculating the numerical values in (6.3) and (6.4). Future studies can be done by considering that system under various fractional derivatives, such as Caputo-Fabrizio fractional derivative.
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