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#### Abstract

Aiming at the existing defect of poor positioning accuracy in NLOS (Non Line of Sight) environment for most of the common indoor positioning algorithms, this paper proposes a precise indoor positioning algorithm using 60 GHz pulse based on compressed sensing. The proposed algorithm converts the location of the target nodes in the area to be located into a sparse vector and designs the over-completed dictionary using TOA (Time of Arrival)-based ranging, then takes advantage of the $l_{1}$-minimization to reconstruct the location of the target nodes. The algorithm divides the positioning process into coarse positioning and fine positioning, and introduces the reference node selection mechanism in fine positioning. The algorithm not only can achieve the positioning of single target, but also achieve the positioning of multiple targets. Through the theoretical analysis and experiment simulation results, we can conclude that the proposed algorithm using 60 GHz pulse can achieve precise indoor positioning in NLOS environment and centimeter-level positioning precision can be obtained compared with TOA based 60 GHz geometric positioning algorithm. © 2016 All rights reserved.
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## 1. Introduction

Positioning technologies are in great demand in many applications such as navigation, production management and internet of things, especially the positioning accuracy which is demanded increasingly. However, the existing variety of indoor positioning technologies exist some shortcomings, for instance, low positioning accuracy and high complexity due to the effects of the multipath, NLOS propagation and the other factors in

[^0]NLOS environment and unable to meet the growing demand for high-precision of indoor positioning, thus it is urgently to seek new technologies and new theoretical solutions to achieve high accuracy indoor positioning in NLOS environment.

Since 2000, many country governments allocated continuous unlicensed communication band in the vicinity of 60 GHz band [17]. 60 GHz pulse communication system provides a license-free spectrum up to 7 GHz used to communication compared with 2.4 GHz and 5 GHz communication systems which are common applied to short-range communication at present. Its abundant bandwidth resources laid the basis of the realization of high-speed wireless transmission in Gbps-level. Moreover, the spectrum is completely free. Therefore, 60 GHz pulse communication technology has received increasing attention and becomes one of the most potential wireless communications technology in future under the inevitable trends of the wireless communication spectrum resources are increasingly strained and the data transfer rate becomes higher and higher in current [23, 24].

The duration of 60 GHz pulse is extremely short, usually about hundreds of picoseconds or shorter, which is far less than the delay of the multipath propagation. For this reason, the multipath signal at the receiving end can be separated effectively and a high time resolution and multipath resolution can be gained. These qualities make the 60 GHz pulse can achieve centimeter-level even millimeter-level ranging and positioning accuracy which supplies an effective way of design and implement high-precision indoor positioning systems. In recent years, many foreign academic communities and enterprise alliances were opened for the research of the 60 GHz pulse wireless communication technology. But the research is mainly focused on the design of transceiver [16, 18, 21, the establishment of channel model [2, 9], the standards the physical layer and MAC layer of communication [10], the transceiver antenna beam shaping [12, 13, 26] and so on. Currently, the research of the 60 GHz pulse positioning is still relatively deficient, and lack of an integral theoretical system. 60 GHz pulse can achieve accurate positioning results in line-of-sight (LOS) environment depended on its high time resolution and multipath resolution. [20] completed the design and simulation of high-precision 60 GHz pulse positioning system respectively from presenting a pulse waveform suitable for 60 GHz pulse positioning, the process of pulse transmitting, channel transmission model, pulse receiving and positioning algorithm. It used the geometrical location algorithm based on TOA and least squares to complete the process of 60 GHz pulse ranging and positioning process and can reach millimeter-level ranging accuracy and centimeter-level positioning accuracy in LOS channel. [15] designed a 40nm CMOS receiver and applied it to 60 GHz pulse positioning system. It avoided the significant power penalty caused by high-bandwidth and achieved a millimeter-level positioning accuracy within the range of 4 m . However, the 60 GHz pulse precise positioning still exists many problems and challenges. The large signal propagation attenuation, difficulty to penetrate obstructions and the relatively weak multipath effect make the 60 GHz pulse precise ranging and positioning in NLOS extremely difficult. At present, only a small amount of literature realized 60 GHz pulse indoor precise positioning in NLOS environment.
[11] proposed MISO system based on TDOA (Time difference of Arrival). Unlike the conventional TDOA systems, the sending terminal can transmit two identical signals at the same time using two antennas and the receiving terminal can extract TDOA from the interference spectrum of the two signals to realize communication and positioning. In addition, it investigated the influence of NLOS on TDOA and positioning accuracy in different situations. [19] presented a fingerprinting based localization algorithm for 60 GHz impulse radio positioning in NLOS. This algorithm made full use of the negative factors such as multipath and NLOS to construct the fingerprint database, and then measured the parameters of the received signal and used a matching algorithm to determine which group the received data belongs to and then used the information to estimate the position of the target node. The method can be applied to areas in which the multipath effects and NLOS propagation is more serious. It had a relatively higher accuracy compared with other targeting methods. But the disadvantage is the computational complexity and the poor adaptability to the environments. This shows that the existing 60 GHz pulse indoor precise positioning algorithms have deficiency of low positioning accuracy, high complexity and so on. Thus, it is urgently to solve the problem of 60 GHz pulse indoor precise location in NLOS.

Compressive sensing (CS) is a novel theory of message acquisition proposed in recent years that can reconstruct a sparse or compressible signal precisely use a small number of samples [4, 7]. For the target node locations are sparse compared with the whole area to be located which satisfied the application conditions of CS, we can utilize signal reconstruction algorithm to realize the target location. In recent years, there already exist many documents applied CS to target location question and achieved reasonably good positioning results [8, 14, 22].

Based on the requirements of indoor positioning accuracy in NLOS and the characteristics of 60 GHz pulse, combined with the emerging CS theory, this paper presents a new precise indoor positioning algorithm using 60 GHz pulse based on CS which achieves the target node locations using signal reconstruction algorithm. Two positioning process [25] and the selection mechanism of reference stations are presented which reduce the calculation and the complexity of positioning compared with fingerprinting based localization algorithm. The centimeter-level positioning accuracy is achieved in NLOS.

The rest of the paper is organized as follows: Section 2 describes the 60 GHz pulse positioning system model; Section 3 provides a detailed introduction of the localization algorithm in this paper; Section 4 reports our simulation results of single target localization and multi-target localization, analyzes it's positioning performance and compares it with geometric positioning algorithm based on TOA in positioning accuracy and Section 5 makes a conclusions of this study.

## 2. The mathematical model of positioning system using 60 GHz pulse based on CS

### 2.1. The principle of positioning based on $C S$

For the position of each target node at any time in the area to be located is unique in the process of positioning, the position of the target node is relatively sparse compared with the entire area. This article converts the location of the $K$ targets in the area to be located into a $K$-sparse column vector $X=\left[x_{1}, x_{2}, \ldots, x_{N}\right]^{T}$, where $x_{n}=0$ or $1(1 \leq n \leq N)$, when there is a target node in the $n$-th grid $x_{n}=1$, otherwise $x_{n}=0$.

CS theory indicates that: If the signal $X \in R^{N}$ is $K$-sparse, by using the measurement matrix $\Phi \in$ $R^{M \times N}(M \ll N)$ to make a linear transformation of the signal, the linear projection of the signal $X$ under the observation of measurement matrix $\Phi$ can be obtained, namely: $Y=\Phi \mathrm{X}$. Candes et al. pointed out that [3], if the number of measurement $M$ met:

$$
\begin{equation*}
M=O(K \log (N / K)), \quad M \ll N \tag{2.1}
\end{equation*}
$$

Then the signal can be reconstructed in high probability by solving $l_{0}$-minimization problem:

$$
\begin{equation*}
\hat{\mathrm{X}}=\underset{\mathrm{X} \in R^{N}}{\arg \min }\|\mathrm{X}\|_{0} \text { s.t. } Y=\Phi \mathrm{X} \tag{2.2}
\end{equation*}
$$

However, the $l_{0}$-minimization is a non-deterministic polynomial problem [5]. Chen, Donoho and Saunders pointed out that it can be solved more simply by $l_{1}$-minimization to obtain the same result [6]. Therefore, the mathematical model of the target node localization problem can be expressed as the Equation 2.3):

$$
\begin{equation*}
\hat{X}=\underset{X \in R^{N}}{\arg \min }\|X\|_{l_{1}} \text { s.t. } Y=\Phi X \tag{2.3}
\end{equation*}
$$

Therefore, the problem of locating the $K$ target node in the area to be located is transformed into the problem that taking advantage of the measurement column vector $Y$, the measurement matrix $\Phi$ and the k-sparse signal $X \in R^{N}$ to reconstruct the location of the $K$ non-zero value in the sparse vector. Measurement column vector $Y=\left[y_{1}, y_{2}, \ldots, y_{M}\right]^{T}$, where, $y_{m}$ is the real distance between the target node and the $m$-th reference station based on TOA measured by transmitting 60 GHz pulse signal at each target node, transporting by IEEE802.15.3c channel and receiving signal at the $m$-th reference station.

After the sparse vector $\hat{X}$ is reconstructed through the reconstruction algorithm, the non-zero value of the sparse vector $\hat{X}$ is corresponded to the position of the target node, then the localization of the target node is accomplished.

### 2.2. The design of the measurement matrix

The method of construct measurement matrix $\Phi \in R^{M \times N}(M \ll N)$ : The elements $\varphi_{m, n}$ in measurement matrix $\Phi$ is the actual distance between the $n$-th grid node and the $m$-th reference station. At first, by transmitting 60 GHz pulse signals at the $n$-th grid node and receiving signal at the $m$-th reference station we can obtain the propagation delay $\tau_{m, n}$ based on TOA, then calculating the distance on basis of $d_{m, n}=c * \tau_{m, n}$, we get $\varphi_{m, n}$ as shown in Equation (2.4):

$$
\begin{equation*}
\varphi_{m, n}=d_{m, n}, 1 \leq m \leq M, 1 \leq n \leq N \tag{2.4}
\end{equation*}
$$

The measurement matrix can be expressed as Equation 2.5:

$$
\Phi=\left[\begin{array}{cccc}
d_{1,1} & d_{1,2} & \cdots & d_{1, N}  \tag{2.5}\\
d_{2,1} & d_{2,2} & \cdots & d_{2, N} \\
\vdots & \vdots & \ddots & \vdots \\
d_{M, 1} & d_{M, 2} & \cdots & d_{M, N}
\end{array}\right]
$$

Defining the sensing matrix $A=\Phi \Psi$. Since the signal $X$ is k-sparse, we select a $N \times N$ unit matrix as the orthogonal basis $\Psi$. Candes and Tao presented and proved in [3] that a sufficient condition for reconstructing a sparse signal successfully by $l_{1}$-minimization in CS theory was that the sensing matrix $A=\Phi \Psi$ obeys restricted isometry property ( RIP ) in CS theory. [1] showed that if the measurement matrix $\Phi$ and the orthogonal basis $\Psi$ is not related, the sensing matrix $A$ obeys RIP in high probability. Therefore, we make an orthogonal operation to the measurement column vector as follows:

Make $Z=T Y$, define $T=Q A^{\dagger}$, where $Q=\operatorname{orth}\left(A^{T}\right)^{T}$ and $\operatorname{orth}(A)$ represents an orthonormal operation for the matrix $A . A^{\dagger}$ is the pseudo-inverse matrix of $A$. Therefore, using the $l_{1}$-minimization the localization problem can be described as Equation 2.6 :

$$
\begin{equation*}
\hat{X}=\underset{X \in R^{N}}{\arg \min }\|X\|_{l_{1}} \text { s.t. } Z=Q X+\varepsilon 1 \tag{2.6}
\end{equation*}
$$

Where $\varepsilon=T \varepsilon 1, \varepsilon 1$ is acceptable margin of error.

## 3. The design of 60 GHz pulse positioning algorithm based on CS

### 3.1. Analysis of the reconstruction algorithm

In this paper, we use $l_{1}$-minimization to reconstruct the sparse vector. In order to apply the reconstruction algorithm better to 60 GHz pulse precise indoor positioning system, this paper studies the performance of the reconstruction algorithm in the first place, mainly studies the influence of the signal length $N$, the number of observations $M$ and the sparsity level of $K$ to the reconstruction algorithm. The algorithm in this paper utilizes CS to achieve the localization of the target node based on fingerprinting. In the positioning process, the signal length $N$ corresponds to the number of grid node, the number of observations $M$ corresponds to the number of the reference station, the sparsity level of $K$ corresponds to the number of target node, and the probability of the signal to be exactly reconstructed corresponds to the probability of accurate positioning.
(1) We assume that the signal length $N=125$, the number of target node $K=1,2,4$ and 6 , respectively, the number of reference station $M$ varies from 0 to 125 at a step of 5 . Each set of parameters run 10000 times, then plot the statistical results of the 1000 repeated simulations in Fig. 1. We find from the simulation results that the probability of the signal to be reconstructed accurately increases as $M$ increases when $K=1$, and the number of the reference station $M$ required increases as $K$ increases when the signal is reconstruct accurately.


Figure 1: The relationship between the number of measurement $M$ and the probability of accurate reconstruction under different $K$-values.
(2) We assume that the length of the signal $N$ varies from 0 to 2000 at a step of 100 , the number of reference station $M=10,20,30,40$ and 50 , respectively. Simulate and compare the reconstruction algorithm performance when the target node $K=1$ and 3 . Each set of parameters run 10000 times, then plot the statistical results of the 1000 repeated simulations in Fig. 2. We observe from the simulation results that, when $K$ is a constant, the number of the reference station $M$ required increase as $N$ increase when the signal is reconstruct accurately.


Figure 2: The relationship between the signal length $N$ and the probability of accurate reconstruction when $K=1$ and $K=3$.

Through the analysis of the reconstruction algorithm, the larger the area to be located and the finer of the meshing, the larger the number of grid node will be, and also the number of the reference station required. However, in the actual positioning process, it is unrealistic to set up too many reference stations in the located area due to the restriction of the environmental conditions and costs. To resolve this conflict, this paper divides the positioning process into coarse positioning and fine positioning, that is, complete the localization through twice reconstruction. During the second positioning process, it is likely to locate the target to the neighboring grid for the similarity of their measured data caused by part of reference stations are far away from the target node and the impact of measurement error. Thus, we present the reference station selection mechanism in fine positioning in order to get rid of some remote reference station. These measures will increase the positioning accuracy and reduce the computational complexity to a large extent.

Of course, when area to be located is changed or the positioning accuracy is altered, we can choose one time positioning or more times of iterative positioning according to the actual cases to meet the actual needs of the positioning accuracy. This paper mainly introduces the twice positioning process through single target positioning and multiple targets positioning.

### 3.2. The single target positioning using 60GHz pulse

The positioning process is divided to two phase: the offline stage and the online stage. The specific steps of the algorithm are as follows:

### 3.2.1. The offline stage

The preparations before positioning is done during the offline stage, primarily to establish over-complete dictionary $\Phi$ preparing for the online stage. It is divided into two steps:
(1) Divide the three-dimensional area to be located into grid node.

Assume that, the three-dimensional area to be located is a $L \times L \times L$ square area, where $L$ is the side length of the square area. Firstly, the positioning computing center divided the three-dimensional area to be located into $N_{1}=N_{1 x} \times N_{1 y} \times N_{1 z}$ large grid node. $L 1$ is the side length of large grid. $N_{1 x}, N_{1 y}, N_{1 z}$ represent the number of the large grid node in the area to be located in $x, y, z$ directions respectively. The position of the $n 1$-th large grid node can be expressed as:

$$
\begin{equation*}
P_{n 1}=P_{i, j, k}=\left(x_{i}, y_{j}, z_{z}\right), i=1, \ldots, N_{1 x}, j=1, \ldots, N_{1 y}, k=1, \ldots, N_{1 z} \tag{3.1}
\end{equation*}
$$

where $i, j, k$ represent the order of the n1-th large grid in $x, y, z$ directions respectively.
Secondly, the positioning computing center divided the large grid into $N_{2}=N_{2 x} \times N_{2 y} \times N_{2 z}$ small grid node. $L 2$ is the side length of small grid. $N_{2 x}, N_{2 y}, N_{2 z}$ represent the number of the small grid node in the large grid in $x, y, z$ directions respectively. The position of the $n 2$-th small grid node can be expressed as:

$$
\begin{equation*}
P_{n 2}=p_{l, p, q}=\left(x_{l}, y_{p}, z_{q}\right), l=1, \ldots, N_{2 x}, p=1, \ldots, N_{2 y}, q=1, \ldots, N_{2 z} \tag{3.2}
\end{equation*}
$$

where $l, p, q$ represent the order of the $n 2$-th small grid in $x, y, z$ directions respectively. We select M1 big grid randomly, put the reference station at the center of each selected grid, and determine the corresponding coordinate of each reference station.

The fine of the meshing depends on the desired positioning accuracy. The higher of the positioning accuracy required, the finer of the meshing. However, with the finer of the meshing, more storage space and long positioning time are needed. In practice, we need to make a balance of the positioning accuracy, the complexity of locating and the positioning time according to the actual situation.
(2) Establish over-complete dictionary $\Phi$.

First of all, transmit the 60 GHz pulse signals at the each large grid node, receive signal at the each reference station to obtain the propagation delay $\tau_{m 1, n 1}$ (where $1 \leq m 1 \leq M 1,1 \leq n 1 \leq N 1$ ), then calculate the actual distance $d_{m 1, n 1}$ based on TOA between the $m 1$-th reference station and the $n 1$-th grid node on basis of $d_{m 1, n 1}=c * \tau_{m 1, n 1}$. Thus, the actual measured distance between each reference station and each large grid node constitutes the distance feature vector $D_{n 1}=\left[d_{1, n 1}, d_{2, n 1}, \ldots \ldots, d_{M 1, n 1}\right]^{T}$. Establish an over-complete dictionary $F$ in which $D_{n 1}$ is correspond with the location of the large grid node $n 1$ as shown in Table 1, where $F_{n 1}$ is a sub-over-complete dictionary established for the $n 1$-th large node in the same way as shown in Table 2, $F_{n 1}$ is comprised of the position of each small $\operatorname{grid}\left(x_{n 2}, y_{n 2}, z_{n 2}\right)$, (where, $1 \leq n 2 \leq N 2$ ) and the distance feature vectors $D_{n 2}=\left[d_{1, n 2}, d_{2, n 2}, \ldots \ldots, d_{M 1, n 2}\right]^{T}$ concluding the distance between the n2-th small grid node in the $n 1$-th large grid node and the each reference station.

Table 1: The composition of over-complete dictionary $F$

| Large grid node | $D_{n 1}$ | $\left(x_{n 1}, y_{n 1}, z_{n 1}\right)$ | sub-over-complete dictionary |
| :---: | :---: | :---: | :---: |
| Large grid 1 | $\left(d_{1,1}, d_{2,1}, \cdots, d_{M 1,1}\right)^{T}$ | $\left(x_{1}, y_{1}, z_{1}\right)$ | $F_{1}$ |
| Large grid 2 | $\left(d_{1,2}, d_{2,2}, \cdots, d_{M 1,2}\right)^{T}$ | $\left(x_{2}, y_{2}, z_{2}\right)$ | $F_{2}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| Large grid n1 | $\left(d_{1, n 1}, d_{2, n 1}, \cdots, d_{M 1, n 1}\right)^{T}$ | $\left(x_{n 1}, y_{n 1}, z_{n 1}\right)$ | $F_{n 1}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| Large grid N1 | $\left(d_{1, N 1}, d_{2, N 1}, \cdots, d_{M 1, N 1}\right)^{T}$ | $\left(x_{N 1}, y_{N 1}, z_{N 1}\right)$ | $F_{N 1}$ |

Table 2: The composition of sub-over-complete dictionary $F_{n 1}$

| small grid node | $D_{n 2}$ | $\left(x_{n 2}, y_{n 2}, z_{n 2}\right)$ |
| :---: | :---: | :---: |
| small grid 1 | $\left(d_{1,1}, d_{2,1}, \cdots, d_{M 1,1}\right)^{T}$ | $\left(x_{1}, y_{1}, z_{1}\right)$ |
| small grid 2 | $\left(d_{1,2}, d_{2,2}, \cdots, d_{M 1,2}\right)^{T}$ | $\left(x_{2}, y_{2}, z_{2}\right)$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| small grid n2 | $\left(d_{1, n 2}, d_{2, n 2}, \cdots, d_{M 1, n 2}\right)^{T}$ | $\left(x_{n 2}, y_{n 2}, z_{n 2}\right)$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| small grid N2 | $\left(d_{1, N 2}, d_{2, N 2}, \cdots, d_{M 1, N 2}\right)^{T}$ | $\left(x_{N 2}, y_{N 2}, z_{N 2}\right)$ |

Establish a measurement matrix $\Phi_{1}=\left[D_{1}, D_{2}, \ldots, D_{n 1}, \ldots, D_{N 1}\right]$ for coarse positioning according to over-complete dictionary $F$ and make an orthogonal operation to the measurement matrix. In the same way, establish a measurement matrix $\Phi_{n 1}=\left[D_{1}, D_{2}, \ldots, D_{n 2}, \ldots, D_{N 2}\right]$ for precise positioning according to sub-over-complete dictionary $F_{n 1}$, but don't make any treatment. Store the measurement matrix $\Phi_{1}$ and $\Phi_{n 1}(1 \leq n 1 \leq N 1)$ in the computing center for online positioning stage.

### 3.2.2. The online stage

Online positioning stage is divided into two process: coarse positioning process and fine positioning process. Fine positioning uses the selection mechanism of the reference station to complete the localization based on the result of the coarse positioning.

1. Coarse positioning process
(1) Select the target node and establish the model of sparse localization

In this paper, the target node can be selected in anywhere of the located area, instead of being limited to the center of the large grid. Select a target node randomly and set the actual position of the target node is $(x, y, z)$. The center coordinates of the large grid in which the target node locate is $\left(x_{n}, y_{n}, z_{n}\right)$. The index of the large grid is $N x$. The position of the target node in the area to be located is described as a sparse vector $X_{1}=[0, \ldots, 0,1,0, \ldots, 0]^{T}$, where the $N x$ corresponds the index of 1 and the position of the other grids are represented by 0 .
(2) Positioning though the reconstruction algorithm

Firstly, the target node transmits 60 GHz pulse signal to each reference station. The actual distance $y_{m}$ (where, $1 \leq m \leq M 1$ ) between the target node and each reference station is measured based on TOA and aggregated to the computing center expressed as measurement column vector $Y_{1}=\left[\begin{array}{llll}y_{1}, & y_{2}, & \cdots, & y_{M 1}\end{array}\right]$. Combined with the measurement matrix $\Phi_{1}$, the mathematical model of the positioning process based on CS can be represented by Equation (3.3):

$$
\begin{equation*}
\hat{X}_{1}=\underset{X_{1}}{\arg \min }\left\|X_{1}\right\|_{l_{1}} \text { s.t. } Y_{1}=\Phi_{1} X_{1} \tag{3.3}
\end{equation*}
$$

After reconstructing the sparse vector $\hat{X}_{1}$, we take last $1=\max \left(\hat{X}_{1}\right)$ as the result of the rough positioning. The index of the large grid in which the target located is last1.
2. Fine positioning process
(1) Establish the reference station selection matrix $S$

According to the large grid index last 1 where the target node located determined in the coarse positioning process, identify the distance feature vector $D_{\text {last } 1}=\left[d_{1, \text { last } 1}, d_{2, \text { last } 1}, \ldots \ldots, d_{M 1, \text { last } 1}\right]^{T}$ corresponding to last1 from the over-complete dictionary.

Determine the number of reference station M2 (M2 $\leq M 1$ ) required in the precise positioning process according to the number of small grid nodes. Create index set $Q$ by choosing the corresponding index of the smallest M2 value in the distance feature vector $D_{l a s t 1}$, and then establish a reference station selection matrix $S \in M 2 \times M 1$ according to the $Q$. Each row of $S$ is a $1 \times M 1$ vector in which the index of the reference station selected is set to 1 , namely $S_{m 2}(m 1)=1$, (where $m 2$ represents the $m 2$-th row of the matrix $S, m 1$ represents the $m 1$-th column of the matrix $S$ ), and the other indexes are set to 0 , that is:

$$
\begin{equation*}
S_{m 2}=[0, \ldots, 0,1,0, \ldots, 0] \forall m 2 \in[1,2, \ldots, M 2] . \tag{3.4}
\end{equation*}
$$

(2) Construct the measurement matrix of fine positioning and positioning though the reconstruction algorithm

Assume that the measurement matrix required in fine positioning process is $\Phi_{2}$, then $\Phi_{2}=S \times \Phi_{l a s t 1}$, and an orthogonal operation is made to the measurement matrix $\Phi_{2}$. The position of target node in the large grid is expressed by a sparse vector $X_{2}=[0, \ldots, 0,1,0, \ldots, 0]^{T}$. The actual measured distance between the target node and the each selected reference station constitutes the measurement vector $Y_{2}=\left[\begin{array}{llll}y_{1}, & y_{2}, & \cdots, & y_{M 2}\end{array}\right]$. Then, the $l_{1}$-minimization is used to complete the localization of the target node. The mathematical model of positioning can be described as Equation (3.5):

$$
\begin{equation*}
\hat{X}_{2}=\underset{X_{2}}{\arg \min }\left\|X_{2}\right\|_{l_{1}} \text { s.t. } Y_{2}=\Phi_{2} X_{2} \tag{3.5}
\end{equation*}
$$

After reconstructing the sparse vector $\hat{X}_{2}$, we take last $2=\max \left(\hat{X}_{2}\right)$ as the final positioning result of the target node. last 2 is the index of the small grid node of the target node and the corresponding estimated value of the target node is $(\hat{x}, \hat{y}, \hat{z})$.
(3) Assess the positioning performance

In this paper, the mean square error is used to evaluate the performance of the positioning result, therefore, the positioning error can be expressed as:

$$
\begin{equation*}
e_{M S E}=\sqrt{(x-\hat{x})^{2}+(y-\hat{y})^{2}+(z-\hat{z})^{2}} \tag{3.6}
\end{equation*}
$$

The program flow chart of the single target positioning is shown in Fig. 3.


Figure 3: The flow chart of single target positioning.

### 3.3. Multi-target positioning using 60GHz pulse

The common used positioning algorithms such as the geometric positioning algorithm and the fingerprinting positioning algorithm cannot locate multi-target at the same time. The indoor precise positioning algorithm using 60 GHz pulse based on CS proposed in this paper can realize multi-target localization. The multi-target positioning process includes the offline stage and the online stage. The offline stage is identical with the single target positioning. Then, the different points from the single target positioning at the online stage is mainly introduced. The muli-target positioning program flow chart is shown in Fig. 4 .


Figure 4: The flow chart of multi-target positioning.

1. Coarse positioning process
(1) Select the target nodes and establish the model of sparse localization
$K$ target nodes are selected at the same time during multi-target positioning. The locations of the target nodes in the area to be located is represented by a $K$-sparse vector, where 1 corresponds to the indexes of the target nodes and 0 represents the other positions.
(2) Positioning though the reconstruction algorithm

During the reconstruction of the positioning process, the $m$-th row $y_{m}$ of the measurement vector $Y 1$ is the sum of the actual measured distance $y_{m k}$ (where $1 \leq m \leq M 1,1 \leq k \leq K$ ) between the $m$-th reference
station and each target nodes. That is:

$$
\begin{equation*}
Y 1=\left[y_{11}+y_{12}+\ldots+y_{1 K}, y_{21}+y_{22}+\ldots+y_{2 K}, \ldots \ldots, y_{M 1}+y_{M 2}+\ldots+y_{M K}\right]^{T} \tag{3.7}
\end{equation*}
$$

After reconstructing the sparse vector $\hat{X}_{1}$, the corresponding index of the $K$ maximum values of $\hat{X}_{1}$ are considered as the results of the target nodes in coarse positioning process.
2. Fine positioning process

In the process of the multi-target positioning, the positioning computing center has to make a fine positioning for each target node depending on the results of the coarse positioning which is the same with the single target positioning process.

## 4. The results and analysis of simulation

In this part, simulations is conducted to verify the positioning performance of the indoor precise positioning algorithm using 60 GHz pulse based on CS proposed in this paper in NLOS environment. MATLAB is used to perform all simulations. The area to be located is assumed as a $5 \mathrm{~m} \times 5 \mathrm{~m} \times 5 \mathrm{~m}$ square region. The 60 GHz pulse signal is used and PPM-TH modulation scheme is chosen. The typical 60 GHz channel model IEEE802.15.3c is used and the channel model CM2 to simulate the living environment indoor in NLOS is selected. The signal to noise ratio SNR is set to 20 dB . The specific simulation process is as follows:

### 4.1. The simulation of the $60 G H z$ pulse waveform

The method of generating 60 GHz pulse is divided into no-carrier pulse program and carrier pulse program. The carrier pulse program is a pulse design method that use the sine or cosine carriers whose center frequency in 60 GHz to move the spectrum of the pulse-based baseband signal to 60 GHz band. In this paper, the carrier pulse program is adopted and the triangular pulse is employed as baseband signal. Therefore, the pulse expression is shown as Equation (4.1):

$$
\begin{equation*}
f(t)=\left(1-\frac{2}{T_{P}} *\left|t-\frac{1}{2 T_{p}}\right|\right) * \cos (2 \pi * f c * t) \tag{4.1}
\end{equation*}
$$

Where $T_{p}=0.32 e^{-9} s$ is the duration of the pulse, and $f_{c}=60.5 e^{9} \mathrm{~Hz}$ is the carrier frequency. The waveform in the time domain is shown in Fig. 5 after normalized.


Figure 5: The 60 GHz triangular pulse.

### 4.2. Single target positioning

Stimulate the process of single target positioning firstly. The simulation results are as follows:

### 4.2.1. Coarse positioning process

The side of the large grid is set to 0.5 m .30 reference stations are randomly selected and the target node is chosen at random with coordinate $(4.5649,2.9552,2.9226)$. The index of the target node $N x=560$. The coarse positioning result is shown in Fig. 6. The coarse positioning coordinate of the target node is (4.7500, $2.7500,2.7500)$. The located index of the target node last $1=560$. The coarse positioning error ErrNx1 $=$ 0.3258 . As the simulation results shown, the coarse positioning can locate the large grid of the target node accurately.


Figure 6: The coarse positioning result.
4.2.2. Fine positioning process


Figure 7: The fine positioning result.

The side of the small grid is set to 0.1 m . 15 reference stations are selected for fine positioning process according to the reference station selection mechanism. The fine positioning method is used to complete the positioning process and the fine positioning result is shown in Fig. 7. The fine positioning coordinate of the target node is $(4.5500,2.9500,2.9500)$. The fine positioning error $\operatorname{Err} N x \mathcal{Z}=0.0316$. The amplification of the results of the two positioning process to large grid respectively is shown in Fig. 8 . After amplification, it can be seen that the error is very large after the coarse positioning process, but it is small after the fine positioning process. Thus, through twice positioning process the algorithm can achieve centimeter-level indoors positioning accuracy in NLOS.

(a) The first positioning result in small grid

(b) The second positioning result in small grid

Figure 8: The statistics and analysis of simulation results.

### 4.2.3. The statistics and analysis of simulation results

Table 3 shows the 10 times simulation statistical results of the positioning algorithm under the same conditions. The average error of the 10 times localization result is 0.0736 m . Moreover, the positioning accuracy of seven times among them is less 0.1 m . From the simulation results, it can be obtained that the localization algorithm proposed in this paper can realize centimeter-level indoor positioning accuracy in NLOS in high probability.

Table 3: The statistic results of 10 times single target positioning

| Actual coordinates of <br> the target point | Coarse positioning <br> coordinates | Fine location coordi- <br> nates | Coarse <br> loca- <br> tion <br> error | Fine <br> loca- <br> tion <br> error |
| :--- | :--- | :--- | :--- | :--- |
| $(1.4440,4.3355,1.0868)$ | $(1.2500,4.2500,1.2500)$ | $(1.4500,4.3500,1.0500)$ | 0.2675 | 0.0401 |
| $(2.9042,0.7055,1.6635)$ | $(2.7500,0.7500,1.7500)$ | $(2.8500,0.6500,1.6500)$ | 0.1823 | 0.0787 |
| $(2.9839,0.4876,0.1631)$ | $(2.7500,0.2500,0.2500)$ | $(2.9500,0.4500,0.0500)$ | 0.3446 | 0.1239 |
| $(3.9438,2.6540,0.2486)$ | $(3.7500,2.7500,0.2500)$ | $(3.9500,2.6500,0.1500)$ | 0.2163 | 0.0988 |
| $(2.1365,2.9982,0.3402)$ | $(2.2500,2.7500,0.2500)$ | $(2.1500,2.9500,0.2500)$ | 0.2874 | 0.1031 |
| $(0.9774,2.1287,2.4179)$ | $(0.7500,2.2500,2.2500)$ | $(0.9500,2.1500,2.4500)$ | 0.3076 | 0.0473 |
| $(0.1956,2.5303,2.5733)$ | $(0.2500,2.7500,2.7500)$ | $(0.1500,2.5500,2.5500)$ | 0.2871 | 0.0548 |
| $(2.8464,3.8044,0.9607)$ | $(2.7500,3.7500,0.7500)$ | $(2.9500,3.8500,0.9500)$ | 0.2380 | 0.1137 |
| $(2.3640,2.2684,0.7006)$ | $(2.2500,2.2500,0.7500)$ | $(2.3500,2.2500,0.6500)$ | 0.1257 | 0.0556 |
| $(2.6520,1.6646,2.3369)$ | $(2.7500,1.7500,2.2500)$ | $(2.6500,1.6500,2.3500)$ | 0.1564 | 0.0198 |

### 4.2.4. The comparison of positioning performance

This article makes a comparison of the positioning performance between the 60 GHz pulse indoor precise positioning algorithm based on CS and the geometric positioning algorithm based on TOA in which the coordinate of the target node is determined by using the least squares estimation (LSE). Each location algorithm runs 10000 times under the same conditions respectively. The statistical errors of the two localization algorithms are shown in Fig. 9 and Fig. 10. As it can be seen from the statistical results that the error of the 60 GHz pulse indoor precise positioning algorithm based on CS mainly focuses on the range of $0-0.15 \mathrm{~m}$, and more than 70 percent of it are concentrated in the scope less than 0.1 m . In comparison, more than 80 percent of the error generated by the 60 GHz pulse geometric positioning algorithm based on TOA is located in the range of $0.1-0.25 \mathrm{~m}$. Therefore, compared with the TOA based 60 GHz pulse geometric positioning algorithm, the CS based 60 GHz pulse indoor precise positioning algorithm can realizes the centimeter-level indoor positioning accuracy in NLOS with high probability.


Figure 9: The distribution of the error generated by 60 GHz pulse indoor precise positioning algorithm based on CS in NLOS.


Figure 10: The distribution of the error generated by 60 GHz pulse geometric positioning algorithm based on TOA in NLOS.

### 4.3. Multi-target positioning

### 4.3.1. The coarse positioning process of the multi-target

The side of the large grid is set to 0.5 m , that means $N_{1}=1000$. 40 reference stations are selected randomly and three target nodes are chosen freely with coordinates $\{(1.6473,1.5405,0.3796),(4.7592,3.0352,3.4314)$, $(1.7715,3.4217,4.1935)\}$. The indexes of the target nodes $N x=\{34,670,864\}$. Positioning the K target nodes at the same time according to the principle of the multi-target positioning. The coarse positioning results is shown as Fig. 11. The coarse positioning coordinates of the target nodes are $\{(1.7500,1.7500$, $0.2500)$, $(4.7500,3.2500,3.2500),(1.7500,3.2500,4.2500)\}$. The located indexes of the target nodes last1 $=$ $\{34,670,864\}$. The coarse positioning errors $\operatorname{ErrNx}=[0.2669,0.2813,0.1821]$. As the simulation results shown, the coarse positioning can locate the large grids of the each target nodes accurately which is the precondition of fine positioning process.


Figure 11: The coarse positioning results of multi-target.

### 4.3.2. The fine positioning process of the multi-target

The side of the small grid is set to 0.1 m , that mean $N_{2}=125$. 15 reference stations are selected at random for fine positioning process according to the reference station selection mechanism. The fine positioning result is shown in Fig. 12 when the fine positioning method is used to complete the positioning process. The fine positioning coordinates of the target nodes are $\{(1.6500,1.5500,0.4500),(4.8500,3.0500,3.4500)$, $(1.7500,3.4500,4.1500)\}$. The fine positioning errors $\operatorname{Err} N x 2=[0.0711,0.0938,0.0562]$. It can be seen from the simulation results that the fine positioning process can achieve centimeter-level indoors positioning accuracy using 60 GHz pulse in NLOS environment.


Figure 12: The fine positioning results of multi-target .

### 4.3.3. The statistics and analysis of the repeated simulation results

Table 4 shows 6 times simulations statistical results of the positioning algorithm under the same conditions. The average error of the 6 times localization result is 0.0869 m . What's more, the positioning error of 13 targets is under 0.1 m in 18 single targets positioning result. From the simulation results, it can be obtained that the localization algorithm proposed in this paper can locate several target at the same time and realizes centimeter-level indoor positioning accuracy in NLOS with high probability.

### 4.4. The analysis of error

Through a comprehensive analysis of the positioning algorithm in this paper, the reason resulting the positioning errors are mainly from the following aspects:
(1) The accuracy of the meshing play a decisive role in positioning accuracy and complexity. The finer of the meshing, the higher of the positioning accuracy, however, it will lead to the increase of the computational complexity at the same time. Therefore, in designing the accuracy of the grid we have to weigh both the positioning accuracy, the complexity and make a compromise.
(2) In this paper, the position of the target nodes are selected randomly, therefore, the target nodes can be located in anywhere of the located area. However, the positioning results can only be accurate to the center of a small grid. Thus, the positioning errors exist without a doubt and cannot be reduced to zero.

Table 4: The statistic results of 6 times multi- target positioning

| Times | Actual coordinates of the target points |  | Coarse positioning coordinates | Fine positioning coordinates | Coarse positioning error | Fine posi-tioning error | Average error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| First <br> time | 1 | (1.0604,2.8210,2.5415) | (1.2500,2.7500,2.7500) | (1.0500,2.9500,2.5500) | 0.2906 | 0.1297 | 0.1082 |
|  | 2 | (4.9333,4.6012,1.7012) | (4.7500,4.7500,1.7500) | (4.9500,4.5500,1.6500) | 0.2411 | 0.0743 |  |
|  | 3 | (1.8950,4.3427,3.5428) | (1.7500,4.2500,3.7500) | (1.9500,4.4500,3.5500) | 0.2693 | 0.1207 |  |
| Second time | 1 | (3.0842,0.9742,3.6138) | (3.2500,0.7500,3.7500) | (3.0500,0.9500,3.5500) | 0.3104 | 0.0763 | 0.0612 |
|  | 2 | (1.6186,3.5435,1.4029) | (1.7500,3.7500,1.2500) | (1.6500,3.5500,1.4500) | 0.2886 | 0.0570 |  |
|  | 3 | (3.9030,3.1545,2.1672) | (3.7500,3.2500,2.2500) | (3.9500,3.1500,2.1500) | 0.1985 | 0.0502 |  |
| Third time | 1 | (3.1332,4.9712,0.8348) | (3.2500,4.7500,0.7500) | $(3.0500,4.9500,0.9500)$ | 0.2641 | 0.1437 | 0.1110 |
|  | 2 | (0.0623,2.3813,2.8275) | (0.2500,2.2500,2.7500) | (0.0500,2.2500,2.8500) | 0.2418 | 0.1338 |  |
|  | 3 | (2.2426,1.6944,3.6176) | (2.2500,1.7500,3.7500) | (2.2500,1.6500,3.6500) | 0.1437 | 0.0555 |  |
| $\begin{gathered} \text { Fourth } \\ \text { time } \end{gathered}$ | 1 | (4.1277,4.7331,4.3926) | (4.1500,4.7500,4.2500) | (4.1500,4.7500,4.4500) | 0.1453 | 0.0639 | 0.0669 |
|  | 2 | (2.2461,0.4017,1.8471) | (2.2500,0.2500,1.7500) | (2.2500,0.4500,1.8500) | 0.1802 | 0.0485 |  |
|  | 3 | (4.3663,3.9237,1.1969) | (4.2500,3.7500,1.2500) | (4.3500,3.8500,1.1500) | 0.2159 | 0.0884 |  |
| Fifth time | 1 | (4.2327,3.9642,1.0911) | (4.2500,3.7500,1.2500) | (4.2500,3.9500,1.1500) | 0.2673 | 0.0623 | 0.0602 |
|  | 2 | (3.0447,2.9568,0.7149) | (3.2500,2.7500,0.7500) | (3.0500,2.9500,0.7500) | 0.2935 | 0.0361 |  |
|  | 3 | (4.5964,1.9380,2.6887) | (4.7500,1.7500,2.7500) | (4.6500,1.9500,2.7500) | 0.2504 | 0.0823 |  |
| Sixth time | 1 | (4.5972,4.6751,3.8621) | (4.7500,4.7500,3.7500) | (4.5500,4.6500,3.7500) | 0.2038 | 0.1241 | 0.1136 |
|  | 2 | (4.5787,4.6020,1.2605) | (4.7500,4,7500,1.2500) | (4.5500,4.5500,1.3500) | 0.2266 | 0.1074 |  |
|  | 3 | (0.9846,3.1456,3.0900) | (0.7500,3.2500,3.2500) | (0.9500,3.0500,3.0500) | 0.3025 | 0.1093 |  |

## 5. Conclusion

This paper presents an indoor precise positioning algorithm using 60 GHz pulse based on CS. The algorithm converts the problems of indoor accurate positioning into the problems of reconstruction in CS through translating the position of the target in area to be located into a sparse vector, completing the design of the over-completed dictionary based on TOA and reconstructing the location of the target nodes by $l_{1}$-minimization to complete the positioning process. The algorithm divides the positioning into coarse positioning process and fine positioning process which greatly reduces the number of the reference stations needed and lower the cost in ensuring of the positioning accuracy. Moreover, the algorithm uses the reference nodes selection mechanism during the fine positioning process to remove the relatively distant reference stations. These measures improve the positioning accuracy to a large extent and reduce the computational complexity. In addition, the positioning algorithm can not only be used to locate a single target but also multi-target. From theoretical analysis and simulation results we can draw the conclusion that the CS based 60 GHz pulse positioning algorithm makes the realization of the centimeter-level positioning accuracy in indoor NLOS environment which is higher than the 60 GHz geometric positioning algorithm based on TOA in NLOS by comparing the statistical positioning results. This study has an important theoretical significance and practical value.
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