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Abstract

This paper is devoted to investigating the local bifurcation of a chaotic jerk system. The local stability of equilibrium points
is analyzed, as well as the existence of transcritical bifurcation at the origin. For the proposed jerk system, the Hopf and Zero-
Hopf bifurcations are investigated at the origin. Moreover, a zero-Hopf equilibrium point at the origin is characterized for the
system. By using the averaging theory of first order, a limit cycle can be bifurcated from the zero-Hopf equilibrium located at the
origin. Liapunov quantities techniques are used to investigate the cyclicity of the system. It is shown that three limit cycles can
be bifurcated from the origin. Finally, both self-excited chaotic attractors and hidden chaotic attractors are studied for special
cases of the chaotic jerk systems using bifurcation diagrams, Lyapunov exponents, and cross-sections. All results reported in
this study have been obtained using Maple software.
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1. Introduction

Chaos theory is one of the most important branches of mathematics that studies the behavior of
dynamical systems, which are highly sensitive to initial conditions. The first chaotic system with a hidden
attractor was discovered in the Chua system [16, 18]. Hidden attractors have generated incredible interest
due to their significance in both theory and engineering [3]. Existing chaotic systems can be classified into
two types: hidden attractors and self-excited attractors. A chaotic system is considered to have hidden
attractors if its basin of attraction is not connected to the small neighborhoods of any equilibrium point
[18] . Conversely, if chaotic systems have a basin of attraction that is connected with one or more unstable
equilibrium points, they are referred to as self-excited attractors [15]. Generally, self-excited attractors can
be numerically identified from unstable equilibria. On the other hand, hidden attractors are challenging
to localize due to the fact that their basin of attraction is not associated with small neighborhoods of
any equilibrium points. Hidden attractors have been discovered in various types of nonlinear systems,
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including those with one or more stable equilibria [3, 20, 33, 37], systems with a line of equilibria [10],
systems with both stable and unstable equilibria [5] and systems with no equilibria [35].

In physics, a jerk differential equation can be represented as the third order dynamics
...
x = f(x, ẋ, ẍ), (1.1)

where x, ẋ, ẍ, and ...
x represent the displacement, velocity, acceleration, and jerk, respectively. It is appro-

priate to express (1.1) in system notation by introducing two additional phase variables as

y = ẋ and z = ẏ = ẍ.

Therefore, the status variables x,y, z provide a mechanical meaning of displacement, velocity and accel-
eration, respectively. Thus, the differential equation (1.1) can be transformed into

ẋ = y,
ẏ = z,
ż = j(x,y, z).

Many chaotic jerk systems can be found with various forms of j(x,y, z), including absolute value func-
tions, trigonometric functions and power functions. For more details, refer to [29].

Bifurcation analysis is conducted for nonlinear dynamical systems to comprehend how alterations in
system parameters affect the qualitative behavior of the systems [4, 28, 32]. There are numerous analytical
and numerical methods that can be efficiently used to investigate local and global bifurcations, such as
center manifold reduction, normal forms, perturbation techniques, and projection methods [7, 19, 21].

Several jerk systems of this nature have already been considered in the literature and the outcomes
have revealed a range of rich and striking phenomena. These include Hopf bifurcation, coexisting bubbles
of bifurcation, coexistence of multiple attractors, coexistence of multiple bifurcation modes, symmetry-
breaking, period-doubling scenarios, and symmetric properties [12]. In reference [27], the authors inves-
tigated various types of bifurcations for the general quadratic jerk system, including saddle-node and
transcritical bifurcations. They have also proven that two limit cycles bifurcate from a zero-Hopf equilib-
rium point. Braun and Mereu [2] obtained a zero-Hopf bifurcation in a chaotic jerk system. Diab et al. [6]
investigated zero-Hopf bifurcations of the generalized Genesio differential equation. In their work, they
characterized the existence of a zero-Hopf equilibrium point and showed that at most 6 periodic solutions
bifurcate from the origin of the system.

Bifurcated periodic orbits from the center for the 3D jerk system were investigated in [24]. The inverse
Jacobi multiplier was utilized to find sufficient conditions for the existence of a center. To determine the
cyclicity of the system and the number of limit cycles that can bifurcate, the Liapunov quantities tech-
nique was employed. It was demonstrated that under two sets of conditions, three periodic solutions
can bifurcate from the origin, while under the other sets of conditions, four periodic solutions can bi-
furcate. The Hopf bifurcation of a 3D chaotic system was studied by the authors in [25]. The stability
of the equilibrium points was examined, and the occurrence of the Hopf bifurcation in the system was
investigated. Additionally, the center manifold and Liapunov quantities techniques were employed to an-
alyze the cyclicity of the system. It has been confirmed that at most two periodic solutions can bifurcate
from the origin. A study on the local stability and codim-1 bifurcations of an arbitrary one-parameter
jerk system was conducted by Luazureanu and Cho [17]. In their work, conditions for the appearance of
Hopf and fold bifurcations were constructed. A 3-D jerk system with three quadratic nonlinear terms was
presented by Bonny et al. [1], and the dynamical properties of the system were demonstrated by utilizing
phase portraits, bifurcation diagrams, Lyapunov exponents, multistability, and coexisting attractors.

Wannaboon et al. [34] have presented a jerk system of the following form
ẋ = y,
ẏ = z,
ż = −α[x+ y+ z− (tanh(ax+ b) + c)].
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This system examines chaotic dynamics in terms of a bifurcation diagram, Lyapunov exponents, chaotic
attractor, the waveform in the time domain, equilibrium points and the Jacobian matrix. Hu et al. [9]
identified mechanisms that lead to the emergence of chaotic attractors in four jerk systems. Furthermore,
the discussion also encompasses the associated multistability concerns. Detailed investigations were con-
ducted on two distinct mechanisms, each characterized by unique bifurcation processes, across the four
systems. Joshi and Ranjan [11] proposed the following jerk equation with sine hyperbolic nonlinearity:

....
x +βẍ+ (α+ 1)βẋ±αβγ sinh(x) = 0.

The existence of a hidden attractor in the presented system was investigated through numerical simula-
tion, along with the exploration of several basic properties of the system. Rajagopal et al. [22] presented
the following jerk oscillator with a cosine hyperbolic

...
x − ax+ bẋ+ ẍ+ cosh(x) = 0.

This system exhibits a variety of dynamical behaviors by manipulating its two parameters, including one-
scroll chaotic attractor, periodic attractor, and coexistence between chaotic and periodic attractors. Kengne
et al. [13], considered the following simple 3D autonomous jerk system with a cubic nonlinearity

ẋ = y,
ẏ = az,
ż = x− γy− z− x3,

where a and γ > 0 are tunable parameters. Through bifurcation analysis, it was determined that the
system exhibits classical period-doubling leading to chaos, symmetry-restoring crisis scenarios and the
presence of multiple coexisting attractors. In 2018, Jacques Kengne et al. [14] presented novel chaotic jerk
system, which can be rewritten as 

ẋ1 = x2,
ẋ2 = ax3,
ẋ3 = γx2 − µx3 + x1 − x1|x1|,

where a,γ, and µ > 0 are control parameters. They observed various dynamic behaviors, including pe-
riod doubling sequences leading to chaos, symmetry-recovering crises, periodic windows, and coexisting
bifurcations. The stability of equilibria and Hopf bifurcation were analyzed using Lyapunov exponents,
time series, Poincar’e section plots and bifurcation diagrams. Vaidyanathan et al. [30] considered the
following chaotic jerk equation with two cubic nonlinearities

d3x

dt3 = −a
d2x

dt2 + x

(
dx

dt

)2

− x3 − bx+ c sin(ẋ)

where a,b, and c are positive parameters. The chaotic features of the system were thoroughly examined
by analyzing the eigenvalue structure, Lyapunov exponents and Kaplan-Yorke dimension. Extensive
bifurcation analysis revealed new characteristics, such as point reflection symmetry and bistability of
chaos. Additionally, an adaptive backstepping controller was proposed to achieve chaos synchronization
for the chaotic jerk equation.

In this paper, we consider the following chaotic Jerk system
ẋ = y,
ẏ = z,
ż = −a1x− a2y− a3z+ a4xy+ a5x

2 + a6y
2 + a7zerf(z),

(1.2)

where ai; i = 1, 2, . . . , 7 are real parameters and erf(z) =
2√
π

∫z
0 e

−t2
dt. The motivation behind this

research paper is to investigate the local bifurcation phenomena exhibited by the proposed system. Bifur-
cations play a crucial role in understanding the qualitative behavior and stability of dynamical systems.
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By studying the local stability of equilibrium points and examining the existence of various bifurcations,
our aim is to gain insights into the intricate dynamics of the jerk system and uncover any hidden at-
tractors it may possess. The main contribution of this paper lies in the comprehensive analysis of the
local bifurcation behavior of the chaotic jerk system. Specifically, our research focuses on local stability
analysis, investigation of transcritical, Hopf and Zero-Hopf bifurcations, cyclicity analysis, and studying
the chaotic attractors.

This paper is organized as follows. Section 2 analyzes the stability of the equilibrium points. In
Section 3, the transcritical bifurcation, Hopf bifurcation, and zero Hopf bifurcation are investigated. The
final section focuses on the investigation of chaotic attractors in the system, utilizing bifurcation diagrams,
phase portraits, two-sided Poincaré sections, and Lyapunov exponents.

2. The equilibrium points with their stability

Consider the following chaotic jerk system:
ẋ = y,
ẏ = z,
ż = −a1x− a2y− a3z+ a4xy+ a5x

2 + a6y
2 + a7zerf(z),

(2.1)

where ai; i = 1, 2, . . . , 7 are real parameters, and erf(z) =
2√
π

∫z
0 e

−t2
dt. To find all the equilibrium points

of system (2.1), we set ẋ, ẏ and ż to zero, resulting in x = 0 or
a1

a5
, y = 0, and z = 0. Therefore, the jerk

system (2.1) has two equilibrium points: P0 = (0, 0, 0) and P1 =
(
a1
a5

, 0, 0
)

.
Now, the stability of equilibrium points of the proposed jerk system is analyzed. The Jacobian matrix

of the proposed jerk systems at (x∗; 0; 0) is

J =

 0 1 0
0 0 1

2a5x
∗ − a1 a4x

∗ − a2 −a3

 ,

which has characteristic equation

ϕ(λ) = λ3 + a3λ
2 − (a4x

∗ − a2) λ− 2a5x
∗ + a1 = 0. (2.2)

When x∗ = 0, the characteristic equation (2.2) becomes

λ3 + a3λ
2 + a2λ+ a1 = 0.

According to the Routh-Hurwitz criterion, the origin of the systems is asymptotically stable if a1,a2,a3 >

0 and a1 < a2a3. Otherwise, the equilibrium point is unstable. When x∗ = a1
a5

, the characteristic equation
(2.2) is

λ3 + a3λ
2 −

(a1a4 − a2a5) λ

a5
− a1 = 0. (2.3)

From (2.3), the determinant of the Jacobian matrix is a1. If a1 > 0, then at least one of the eigenval-
ues is positive, this implies that the equilibrium point P1 is unstable. However, by the Routh-Hurwitz
stability criterion, the equilibrium point P1 is asymptotically stable if and only if a1 < 0, a3 > 0, and
a3

a5
(a1a4 − a2a5) < a1.

3. Local bifurcation analysis

In this section, the focus will be on the examination of various local bifurcations, including the trans-
critical, Hopf, and zero Hopf bifurcations.
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3.1. Transcritical bifurcation
Consider the following differential equation in Rn:

ẋ = f(x,µ), (3.1)

where µ ∈ R is a parameter and f is differentiable. Then, the system (3.1) exhibits a transcritical bi-
furcation if it satisfies Sotomayor’s theorem [7, 21]. This theorem provides sufficient conditions for the
existence of a transcritical bifurcation in a dynamical system.

Theorem 3.1 (Sotomayor’s theorem ). Consider system (3.1) and let there is a point p0 ∈ Rn such that f(p0,µ) =
0 for all µ, i.e., p0 is an equilibrium point of system. Moreover, if µ = µ0 assume the following condition satisfies:

1) the Jacobian matrix J = Df(p0,µ0) has a zero eigenvalue with an eigenvector v and JT has an eigenvector w
corresponding to zero eigenvalue;

2) J has k eigenvalues with negative real parts and it has n− 1 − k eigenvalues with positive real parts, where
0 6 k 6 n− 1;

3) wT fµ(p0, 0) = 0;
4) wT [Dfµ(p0, 0)v] 6= 0;
5) wT [D2

xf(p0, 0)(v, v)] 6= 0.

Then system (3.1) exhibits a transcritical bifurcation at the equilibrium p0 as µ passes through µ = 0.

Theorem 3.2. Consider the jerk system (2.1) with a5 6= 0. A transcritical bifurcation occurs at the origin as a1
passes through zero, provided that a3 6= 0.

Proof. The analysis of the transcritical bifurcation occurring in the proposed jerk system (2.1) will be
carried out with respect to the parameter a1. Thus, we will utilize the notation from Theorem 3.1, set
µ = a1 and x = (x,y, z) ∈ R3. The jerk system has two equilibrium points: x0 = (0, 0, 0) and x1 =

(
a1
a5

, 0, 0
)

.
These equilibrium points collide at the origin when a1 = 0. In addition, when a1 = 0, the Jacobian matrix
at the origin is

J = Df(0, 0) =

 0 1 0
0 0 1
0 −a2 −a3

 .

It has simple eigenvalue λ = 0. Indeed, the characteristic polynomial of J is given by

Φ(λ) = λ3 + a3λ
2 + a2λ. (3.2)

Φ(λ) = 0 has simple eigenvalue λ = 0 with non-zero real part eigenvalues λ2,3 = −a3
2 ±

√
a2

3−4a2
2 . Note

that the vectors v = (1, 0, 0)T and w = (a2,a3, 1)T are eigenvectors of the matrix J and JT corresponding
to λ = 0, respectively. Following Theorem 3.1, we have

wT fa1(0, 0) = 0, wT [Dfa1(0, 0)v] = −1 6= 0, wT [D2f(0, 0)(v, v)] = 2a5 6= 0.

Thus, all the hypotheses of Theorem 3.1 are satisfied. Therefore, the system displays a transcritical bifur-
cation at the origin at the bifurcation value a1 = 0.

3.2. Zero-Hopf Bifurcation
In this subsection, the zero-Hopf bifurcation for the proposed jerk system is investigated. The possi-

bility of a limit cycle is obtained using the averaging theory of the first order. Consequently, an isolated
equilibrium point in the three-dimensional differential system, known as a zero-Hopf equilibrium point,
is characterized by one zero eigenvalue and two purely imaginary eigenvalues. Firstly, the zero-Hopf
equilibrium point of the system located at the origin is characterized.



T. I. Rasul, R. H. Salih, J. Math. Computer Sci., 35 (2024), 319–335 324

Proposition 3.3. The Jerk system (2.1) exhibits a zero-Hopf equilibrium if and only if the conditions a1 = a3 = 0
and a2 > 0 are satisfied. In this case, the zero-Hopf equilibrium represents the only equilibrium point of the system,
localized at the origin.

Proof. The Jerk system (2.1) possesses an equilibrium point at (x∗, 0, 0), where x∗ = 0 or x = a1
a5

;a5 6= 0.
The characteristic equation of the Jacobian matrix at (x∗, 0, 0) of the system is given by:

λ3 + a3λ
2 − (a4x

∗ − a2) λ− 2a5x
∗ + a1 = 0.

To have a zero-Hopf equilibrium, it is required to have one zero eigenvalue and two purely imaginary
eigenvalues. By imposing the condition

λ(λ2 +ω2) = 0,

where ω > 0, it is found that a1 = a3 = 0 and a2 = ω2. Therefore, the only zero-Hopf equilibrium point
is given by (0, 0, 0).

The next theorem is one of our main results in this subsection.

Theorem 3.4. Assume that (a1,a2,a3) = (εα, εβ + ω2, εγ) with ε as a sufficiently small parameter. If(
ω4γ2 −α2

)
a5
(
2
√
πω4a7 + πω2a6 + πa5

) < 0, then the jerk system (2.1) exhibits a zero-Hopf bifurcation at the equilib-

rium point located at the origin of coordinates. Additionally, a limit cycle appears at the origin when ε = 0.

Proof. If (a1,a2,a3) = (εα, εβ+ω2, εγ) with ε � 1, then the jerk system (2.1) can be expressed in the
following form: 

ẋ = y,
ẏ = z,
ż = −εαx−

(
εβ+ω2

)
y− εγz+ a4yx+ a5x

2 + a6y
2 + a7zerf(z) .

(3.3)

Re-scaling the variables (x,y, z) = (εX, εY, εZ), the system mentioned above can be transformed into the
following form:

Ẋ = Y,
Ẏ = Z,
Ż = −εαX−

(
βε+ω2

)
Y − εγZ+ εa4XY + εa5X

2 + εa6Y
2 + a7Zerf(εZ) .

(3.4)

The linear part of the system (3.4) will be changed to its real Jordan normal form when ε = 0, resulting in
the following form:  0 −ω 0

ω 0 0
0 0 0

 ,

where ω2 = a2. For doing that, we use the following linear change

(X, Y,Z)T = P(U,V ,W)T , (3.5)

where

P =

 1 0 1
0 −ω 0

−ω2 0 0

 .

In the new variables (U,V ,W), system (3.4) can be written as
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

U̇ = −εa6V
2 − a7U erf

(
εω2U

)
− γεU+ εa4

ω UV + εa4
ω VW − εa5

ω2 U
2 − 2εa5

ω2 UW

−βεω V −ωV − εa5
ω2 W

2 + αε
ω2U+ αε

ω2W,
V̇ = ωU,
Ẇ = εa6V

2 + a7U erf
(
εω2U

)
+ γεU− εa4

ω UV − εa4
ω VW + εa5

ω2 U
2 + 2εa5

ω2 UW + βε
ω V

+εa5
ω2 W

2 − αε
ω2U− αε

ω2W.

(3.6)

Now, system (3.6) is transformed into cylindrical coordinates (r, θ,W) by introducing a change of variables
U = r cos(θ) and V = r sin(θ), resulting in the following expression:

ṙ = −
1√
πω2 [(r

2 (−ω2a6 + a5
)

cos(θ)2 + 2r
(
−
ωa4 sin (θ) r

2
+
γω2

2
+ a5W −

α

2

)
cos(θ)

−ωr (a4W −β) sin(θ) + a6ω
2r2 +W (a5W −α))

√
π+ 2a7ω

4r2 cos(θ)2] cos(θ) ε+ O
(
ε3)

θ̇ = ω+
1√
πω2r

[((r2 (−ω2a6 + a5
)

cos(θ)2 + 2r
(
−
ωa4 sin (θ) r

2
+
γω2

2
+ a5W −

α

2

)
cos(θ)

−ωr (a4W −β) sin(θ) + a6ω
2r2 +W (a5W −α))

√
π+ 2a7ω

4r2 cos(θ)2) sin(θ)]ε

+ O
(
ε3)

Ẇ =
1√
πω2 [(r

2 (−ω2a6 + a5
)

cos(θ)2 + 2r
(
−
ωa4 sin (θ) r

2
+
γω2

2
+ a5W −

α

2

)
cos(θ)

−ωr (a4W −β) sin(θ) + a6ω
2r2 +W (a5W −α))

√
π+ 2a7ω

4r2 cos(θ)2]ε+ O
(
ε3) .

(3.7)

We choose θ as the new independent variable, then system (3.7) can be written as

dr

dθ
= −

1√
πω3 [((r

2 (−ω2a6 + a5
)

cos(θ)2 + 2r
(
−
ωa4 sin (θ) r

2
+
γω2

2
+ a5W −

α

2

)
cos(θ)

−ωr (a4W −β) sin(θ) + a6ω
2r2 +W (a5W −α))

√
π+ 2a7ω

4r2 cos(θ)2) cos(θ)]ε+ O
(
ε2) ,

dW

dθ
=

1√
πω3 [(r

2 (−ω2a6 + a5
)

cos(θ)2 + 2r
(
−
ωa4 sin (θ) r

2
+
γω2

2
+ a5W −

α

2

)
cos(θ)

−ωr (a4W −β) sin(θ) + a6r
2ω2 +W (a5W −α))

√
π+ 2a7ω

4r2 cos(θ)2]ε+ O
(
ε2) .

(3.8)

The system mentioned above can be expressed in the following form:

ẋ = εF(t, x) + ε2H(t, x, ε),

where t = θ, x = (r,W)T and F(θ, r,W) =

(
F1(θ, r,W)
F2(θ, r,W)

)
,

F1(θ, r,W) =
−1√
πω3 [(2a7ω

4r2 cos(θ)2 −
√
π cos(θ)2ω2a6r

2 − sin(θ)
√
π cos(θ)ωa4r

2

+ γ
√
π cos(θ)ω2r− sin(θ)

√
πωa4Wr+

√
π cos(θ)2 r2a5 + a6ω

2√πr2 + 2
√
π cos(θ)a5Wr

+ sin(θ)
√
πβωr+

√
πa5W

2 −
√
π cos(θ)αr−

√
πWα) cos(θ)],

F2(θ, r,W) =
1√
πω3 [2ω

4a7r
2 cos(θ)2 − cos(θ)2√πω2a6r

2 − cos(θ)
√
π sin(θ)ωa4r

2

+ cos(θ)
√
πγω2r−

√
π sin(θ)ωa4Wr+ cos(θ)2√πa5r

2 + a6ω
2√πr2 + 2 cos(θ)

√
πa5Wr

+
√
πβω sin(θ) r+

√
πa5W

2 −
√
πα cos(θ) r−

√
παW].

By applying the averaging theorem of the first order in the interval [θ, 2π], the following results are
obtained:

g1(r,W) = −
1

2π

∫ 2π

0
F1(θ, r,W)dθ = −

r
(
γω2 + 2a5W −α

)
2ω3 ,
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g2(r,W) =
1

2π

∫ 2π

0
F2(θ, r,W)dθ =

2
√
πω4a7r

2 + a6ω
2πr2 + 2a5πW

2 + a5πr
2 − 2απW

2πω3 .

Therefore, the system g1(r,W) = g2(r,W) = 0, have four solutions, one of them satisfies r > 0, namely

r∗ =

√
−

π
(
ω4γ2 −α2

)
2a5

(
2
√
πω4a7 + πω2a6 + πa5

) , W∗ = −
γω2 −α

2a5
.

Computing the Jacobian determinant of g1,g2 at this point, we obtain

det

(
∂(g1,g2)

∂(r,W)

∣∣∣∣
(r,W)=(r∗,W∗)

)
= −

γ2ω4 −α2

2ω6 6= 0,

under our assumption, it is nonzero. For ε sufficiently small, according to first order averaging theory
[31], system (3.8) has a limit cycle (r(θ, ε),W(θ, ε)) satisfying (r(θ, ε),W(θ, ε)) −→ (r∗(θ, ε),W∗(θ, ε)) if
ε = 0. Therefore, the following equation

(U(θ, ε) = r(θ, ε) cos(θ),V(θ, ε) = r(θ, ε) sin(θ),W(θ, ε)),

provides the limit cycle system (3.6). By reverting back to the system (3.4), we can also find the limit cycle
(X(θ), Y(θ),Z(θ)) through the change of variables (3.5). Since (x(θ),y(θ), z(θ)) = (X(εθ), Y(εθ),Z(εθ)),
system (3.3) possesses a limit cycle that approaches the origin as ε approaches zero. Consequently, this
represents a limit cycle originating from the zero-Hopf equilibrium point located at the origin of coordi-
nates when ε tends to zero.

3.3. Multiple Hopf bifurcation
The Hopf bifurcation is a common phenomenon associated with the appearance or disappearance of

a limit cycle near an equilibrium point. It can be investigated using various techniques, such as bifur-
cation formulas [8], Lyapunov quantities [23], and focus quantities [26]. In this subsection, we examine
the cyclicity of the system (2.1) by employing Lyapunov quantities techniques to determine the number
of limit cycles that can bifurcate from the Hopf points. Due to the computational load for computing
Liapunove quantities, only the first three Lyapunove quantities were found.

In general, we can not analysis cyclicity for the three dimensional jerk system (2.1). Therefore, in the
next theorem, we try to take a special case.

Theorem 3.5. Three limit cycles can bifurcate from the equilibrium point at the origin when the parameters in
system (2.1) satisfy the conditions a3 = a1

a2
,a2 > 0,a1 6= 0 with

i. Ω 6= 0, which is defined in equation (3.13);
ii. η4|b∗5 ,b∗7

6= 0.

Proof. The jacobian matrix of the jerk system (2.1) at the origin is given by

J0 =

 0 1 0
0 0 1

−a1 −a2 −a3

 .

The characteristic equation at the origin is given by

ϕ(λ,a3) = λ
3 + a3λ

2 + a2λ+ a1 = 0. (3.9)

When a3 = a∗3 =
a1

ω2 ,a2 = ω2,a1 6= 0, where ω > 0 , the characteristic equation (3.9) has a pair of purely

imaginary eigenvalues ±iω with nonzero eigenvalue − a1
ω2 . To verify the transversality condition, we can
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use the implicit function theorem to obtain the derivative of the complex eigenvalue λ(a3) with respect to
a3:

dλ

da3
=

− ∂f
∂a3
∂f
∂λ

=
λ2

3λ2 + 2λa3 + a2
. (3.10)

Substituting a3 = a∗3 ,a2 = ω2 and λ = iω into (3.10), we compute

dRe(λ)

da3
|{a3=a

∗
3 ,a2=ω2,λ=iω} = −

ω6

2
(
ω6 + a2

1

) 6= 0,

which implies that the transversality condition is satisfied. Therefore, Hopf bifurcation takes place at
a3 = a∗3 provided that a2 = ω2,a1 6= 0. By applying the transformation x

y

z

 =

 1 0 ω4

a2
1

0 −ω −ω
2

a1

−ω2 0 1


 u

v

w

 ,

after some calculations, the following system is obtained:

du

dt
= −ωv+ b1u

2 + b2uv+ b3uw+ b4v
2 + b5vw+ b6w

2 + b7u
4 + b8u

3w+ b9u
2w2

+b10uw
3 + b11w

4,
dv

dt
= ωu+ a1

ω3 (b1u
2 + b2uv+ b3uw+ b4v

2 + b5vw+ b6w
2 + b7u

4 + b8u
3w+ b9u

2w2

+b10uw
3 + b11w

4),
dw

dt
= − a1

ω2w−
a2

1
ω4 (b1u

2 + b2uv+ b3uw+ b4v
2 + b5vw+ b6w

2 + b7u
4 + b8u

3w+ b9u
2w2

+b10uw
3 + b11w

4)

(3.11)

where b1 = −
ω4(2ω4a7+

√
πa5)√

π (ω6+a2
1)

, b2 = ω5a4
ω6+a2

1
, b3 = −

ω6(2
√
πω2a5−

√
πa1a4−4a2

1a7)
a2

1
√
π(ω6+a2

1)
, b4 = ω3a1a6

ω6+a2
1

, b5 =

ω9a4
a2

1(ω6+a2
1)

, b6 = −
ω4(
√
πω8a5−

√
πω6a1a4+2a4

1a7)√
πa4

1(ω6+a2
1)

, b7 = 2ω12a7
3
√
π (ω6+a2

1)
, b8 = − 8ω10a7

3
√
π (ω6+a2

1)
, b9 = 4ω8a7√

π (ω6+a2
1)

,

b10 = − 8ω6a7
3
√
π (ω6+a2

1)
, and b11 = 2ω4a7

3
√
π (ω6+a2

1)
. Now, due to the computational load involved in obtaining

Liapunov quantities, we are unable to obtain them. More powerful computing devices are required for
this task. Therefore, we simplify the calculation by fixing and eliminating the parameters a6. As a result,
the value of b4 also disappears. In order to investigate the number of limit cycles bifurcating from the
equilibrium point, we define the Lyapunov function as follows:

F(u, v,w) = u2 + v2 +

n∑
k=3

k∑
j=0

j∑
i=0

Ck−j,j−i,iu
k−jvj−iwi,

which satisfies the following equation

χ(F) = η1(u
2 + v2) + η2(u

2 + v2)2 + · · · , (3.12)

where χ is the vector field of the system (3.11). By using the computer algebra package MAPLE and
solving equation (3.12), we obtain the following linearly independent terms of Liapunov quantities:

1. η1 = 0;

2. η2 =
f1(a1,bi,ω)

4ω7
(
4ω6 + a2

1

) ;
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3. η3 =
f2(a1,bi,ω)

96ω15
(
4ω6 + a2

1

) (
36ω18 + 49ω12a2

1 + 14ω6a4
1 + a

6
1

) ;

4. η4 = f3(a1,bi,ω)/(9216
(
9ω12 + 10ω6a2

1 + a
4
1

)
(2304ω36 + 13072ω30a2

1 + 17336ω24a4
1 + 8041ω18a6

1 +

1606ω12a8
1 + 137ω6a10

1 + 4a12
1 )
(
4ω6 + a2

1

)2
a1ω

23),

where f1(a1,bi, ω), f2(a1,bi,ω), and f3(a1,bi,ω) are polynomials in a1,bi,ω, i = 1, 2, 3, 5, . . . , 11. Due
to their extensive size, we do not provide the complete form of these polynomials here. They have
respective degrees of 14, 42, and 83. To establish the occurrence of three limit cycle bifurcations, it suffices
to confirm the existence of a point in the parameter space where f1 is equal to f2, f3 is not equal to zero
and the Jacobian determinant of f1, and f2 at that point is non-zero. The origin is a weak focus of order
three for system (3.11) if and only if the following conditions are satisfied:

1. b5 = b∗5 = 1
ω2a2

1(10ω6b1+3ω3a1b2+a
2
1b1)

[4ω12b1b2 −8ω11a1b1b3 −8ω9a1b
2
1 +2ω8a2

1b2b3 −3ω6a2
1b1b2 −

5ω5a3
1b1b3 − 2ω3a3

1b
2
1 −ω

2a4
1b2b3 − a

4
1b1b2];

2. b7 = b∗7 = −
ϑ1

ϑ2
,

where

ϑ1 = 8640ω43b5
1b

2
2 − 34560ω42a1b

5
1b2b3 + 34560ω41a2

1b
5
1b

2
3 + 324000ω41a2

1b
4
1b8 − 10560ω40a1b

6
1b2

− 42240ω40a1b
4
1b

3
2 + 141120ω39a2

1b
6
1b3 + 233184ω39a2

1b
4
1b

2
2b3 − 302400ω38a3

1b
5
1b2b6 − 276576ω38a3

1b
4
1b2b

2
3

+ 388800ω37a4
1b

5
1b3b6 + 78336ω37a4

1b
4
1b

3
3 + 183600ω38a3

1b
3
1b2b8 − 13440ω37a2

1b
7
1 + 311688ω37a2

1b
5
1b

2
2

− 26376ω37a2
1b

3
1b

4
2 − 898768ω36a3

1b
5
1b2b3 + 153696ω36a3

1b
3
1b

3
2b3 + 1036800ω35a4

1b
6
1b6

+ 561224ω35a4
1b

5
1b

2
3 − 159840ω35a4

1b
4
1b

2
2b6 − 214008ω35a4

1b
3
1b

2
2b

2
3 + 298080ω34a5

1b
4
1b2b3b6

+ 82560ω34a5
1b

3
1b2b

3
3 + 322200ω35a4

1b
4
1b8 − 9720ω35a4

1b
2
1b

2
2b8 − 662432ω34a3

1b
6
1b2 + 259528ω34a3

1b
4
1b

3
2

− 2880ω34a3
1b

2
1b

5
2 + 1221920ω33a4

1b
6
1b3 − 678808ω33a4

1b
4
1b

2
2b3 + 18912ω33a4

1b
2
1b

4
2b3

+ 994200ω32a5
1b

5
1b2b6 + 312272ω32a5

1b
4
1b2b

2
3 + 9144ω32a5

1b
3
1b

3
2b6 − 31008ω32a5

1b
2
1b

3
2b

2
3

+ 198360ω31a6
1b

5
1b3b6 + 78528ω31a6

1b
4
1b

3
3 + 54072ω31a6

1b
3
1b

2
2b3b6 + 19584ω31a6

1b
2
1b

2
2b

3
3 + 243420ω32a5

1b
3
1b2b8

− 20412ω32a5
1b1b

3
2b8 + 368032ω31a4

1b
7
1 − 627700ω31a4

1b
5
1b

2
2 + 64738ω31a4

1b
3
1b

4
2 + 270ω31a4

1b1b
6
2

+ 832480ω30a5
1b

5
1b2b3 − 120500ω30a5

1b
3
1b

3
2b3 − 2160ω30a5

1b1b
5
2b3 + 610960ω29a6

1b
6
1b6 + 436212ω29a6

1b
5
1b

2
3

+ 519148ω29a6
1b

4
1b

2
2b6 + 22898ω29a6

1b
3
1b

2
2b

2
3 + 7884ω29a6

1b
2
1b

4
2b6 + 6126ω29a6

1b1b
4
2b

2
3 + 19548ω28a7

1b
4
1b2b3b6

+ 76608ω28a7
1b

3
1b2b

3
3 + 11052ω28a7

1b
2
1b

3
2b3b6 − 4032ω28a7

1b1b
3
2b

3
3 + 98220ω29a6

1b
4
1b8

+ 63558ω29a6
1b

2
1b

2
2b8 − 2916ω29a6

1b
4
2b8 + 197464ω28a5

1b
6
1b2 − 215090ω28a5

1b
4
1b

3
2 + 1392ω28a5

1b
2
1b

5
2

+ 729448ω27a6
1b

6
1b3 + 254772ω27a6

1b
4
1b

2
2b3 + 14750ω27a6

1b
2
1b

4
2b3 − 270ω27a6

1b
6
2b3 + 467464ω26a7

1b
5
1b2b6

+ 294330ω26a7
1b

4
1b2b

2
3 + 204970ω26a7

1b
3
1b

3
2b6 − 8350ω26a7

1b
2
1b

3
2b

2
3 − 2754ω26a7

1b1b
5
2b6 + 1530ω26a7

1b
5
2b

2
3

+ 112008ω25a8
1b

5
1b3b6 − 804ω25a8

1b
4
1b

3
3 − 66678ω25a8

1b
3
1b

2
2b3b6 + 16200ω25a8

1b
2
1b

2
2b

3
3

+ 8478ω25a8
1b1b

4
2b3b6 − 1812ω25a8

1b
4
2b

3
3 + 66576ω26a7

1b
3
1b2b8 + 7209ω26a7

1b1b
3
2b8 + 224224ω25a6

1b
7
1

− 41402ω25a6
1b

5
1b

2
2 − 26874ω25a6

1b
3
1b

4
2 − 936ω25a6

1b1b
6
2 + 635712ω24a7

1b
5
1b2b3 + 92538ω24a7

1b
3
1b

3
2b3

+ 4638ω24a7
1b1b

5
2b3 + 151888ω23a8

1b
6
1b6 + 114442ω23a8

1b
5
1b

2
3 + 142876ω23a8

1b
4
1b

2
2b6 + 61136ω23a8

1b
3
1b

2
2b

2
3

+ 53793ω23a8
1b

2
1b

4
2b6 + 594ω23a8

1b1b
4
2b

2
3 − 729ω23a8

1b
6
2b6 + 45864ω22a9

1b
4
1b2b3b6 − 8016ω22a9

1b
3
1b2b

3
3

− 18387ω22a9
1b

2
1b

3
2b3b6 − 2424ω22a9

1b1b
3
2b

3
3 + 1539ω22a9

1b
5
2b3b6 + 13374ω23a8

1b
4
1b8 + 16173ω23a8

1b
2
1b

2
2b8

+ 405ω23a8
1b

4
2b8 + 240360ω22a7

1b
6
1b2 − 37476ω22a7

1b
4
1b

3
2 + 786ω22a7

1b
2
1b

5
2 + 140912ω21

a8
1b

6
1b3 + 212695ω21a8

1b
4
1b

2
2b3 + 33089ω21a8

1b
2
1b

4
2b3 + 72ω21a8

1b
6
2b3 + 88342ω20a9

1b
5
1b2b6 + 60370ω20a9

1b
4
1b2b

2
3

+ 25564ω20a9
1b

3
1b

3
2b6 + 953ω20a9

1b
2
1b

3
2b

2
3 + 8154ω20a9

1b1b
5
2b6 + 207ω20a9

1b
5
2b

2
3 + 24606ω19a10

1 b
5
1b3b6

− 1773ω19a10
1 b

4
1b

3
3 − 3744ω19a10

1 b
3
1b

2
2b3b6 − 5238ω19a10

1 b
2
1b

2
2b

3
3 − 54ω19a10

1 b1b
4
2b3b6
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− 549ω19a10
1 b

4
2b

3
3 + 7047ω20a9

1b
3
1b2b8 + 1782ω20a9

1b1b
3
2b8 + 43032ω19a8

1b
7
1 + 92849ω19a8

1b
5
1b

2
2

− 2005ω19a8
1b

3
1b

4
2 + 360ω19a8

1b1b
6
2 + 107016ω18a9

1b
5
1b2b3 + 34985ω18a9

1b
3
1b

3
2b3 + 5751ω18a9

1b1b
5
2b3

+ 18996ω17a10
1 b

6
1b6 + 11255ω17a10

1 b
5
1b

2
3 + 12309ω17a10

1 b
4
1b

2
2b6 + 5928ω17a10

1 b
3
1b

2
2b

2
3 + 3753ω17a10

1 b
2
1b

4
2b6

− 819ω17a10
1 b1b

4
2b

2
3 + 594ω17a10

1 b
6
2b6 + 10089ω16a11

1 b
4
1b2b3b6 − 4398ω16a11

1 b
3
1b2b

3
3 − 3843ω16a11

1 b
2
1b

3
2b3b6

− 1170ω16a11
1 b1b

3
2b

3
3 + 162ω16a11

1 b
5
2b3b6 + 855ω17a10

1 b
4
1b8 + 1242ω17a10

1 b
2
1b

2
2b8 + 81ω17a10

1 b
4
2b8

+ 44530ω16a9
1b

6
1b2 + 16324ω16a9

1b
4
1b

3
2 + 1944ω16a9

1b
2
1b

5
2 + 10466ω15a10

1 b
6
1b3 + 22727ω15a10

1 b
4
1b

2
2b3

+ 2895ω15a10
1 b

2
1b

4
2b3 + 360ω15a10

1 b
6
2b3 + 8004ω14a11

1 b
5
1b2b6 + 1523ω14a11

1 b
4
1b2b

2
3 − 2118ω14a11

1 b
3
1b

3
2b6

− 1593ω14a11
1 b

2
1b

3
2b

2
3 + 486ω14a11

1 b1b
5
2b6 − 72ω14a11

1 b
5
2b

2
3 + 2160ω13a12

1 b
5
1b3b6 + 516ω13a12

1 b
4
1b

3
3

+ 378ω13a12
1 b

3
1b

2
2b3b6 − 1800ω13a12

1 b
2
1b

2
2b

3
3 − 810ω13a12

1 b1b
4
2b3b6 − 36ω13a12

1 b
4
2b

3
3 + 294ω14a11

1 b
3
1b2b8

+ 81ω14a11
1 b1b

3
2b8 + 3400ω13a10

1 b
7
1 + 13991ω13a10

1 b
5
1b

2
2 + 1717ω13a10

1 b
3
1b

4
2 + 288ω13a10

1 b1b
6
2

+ 5755ω12a11
1 b

5
1b2b3 − 551ω12a11

1 b
3
1b

3
2b3 + 180ω12a11

1 b1b
5
2b3 + 1168ω11a12

1 b
6
1b6 + 744ω11a12

1 b
5
1b

2
3

+ 202ω11a12
1 b

4
1b

2
2b6 − 2224ω11a12

1 b
3
1b

2
2b

2
3 − 729ω11a12

1 b
2
1b

4
2b6 − 516ω11a12

1 b1b
4
2b

2
3 + 27ω11a12

1 b
6
2b6

+ 630ω10a13
1 b

4
1b2b3b6 + 252ω10a13

1 b
3
1b2b

3
3 − 333ω10a13

1 b
2
1b

3
2b3b6 − 180ω10a13

1 b1b
3
2b

3
3 − 81ω10a13

1 b
5
2b3b6

+ 21ω11a12
1 b

4
1b8 + 27ω11a12

1 b
2
1b

2
2b8 + 3016ω10a11

1 b
6
1b2 + 772ω10a11

1 b
4
1b

3
2 + 222ω10a11

1 b
2
1b

5
2

+ 304ω9a12
1 b

6
1b3 − 309ω9a12

1 b
4
1b

2
2b3 − 733ω9a12

1 b
2
1b

4
2b3 + 18ω9a12

1 b
6
2b3 + 322ω8a13

1 b
5
1b2b6 + 432ω8a13

1 b
4
1b2b

2
3

− 344ω8a13
1 b

3
1b

3
2b6 − 613ω8a13

1 b
2
1b

3
2b

2
3 − 54ω8a13

1 b1b
5
2b6 − 45ω8a13

1 b
5
2b

2
3 + 66ω7a14

1 b
5
1b3b6

− 3ω7a14
1 b

4
1b

3
3 + 12ω7a14

1 b
3
1b

2
2b3b6 + 54ω7a14

1 b
2
1b

2
2b

3
3 − 54ω7a14

1 b1b
4
2b3b6

− 3ω7a14
1 b

4
2b

3
3 + 3ω8a13

1 b
3
1b2b8 + 112ω7a12

1 b
7
1 + 511ω7a12

1 b
5
1b

2
2 − 249ω7a12

1 b
3
1b

4
2 + 18ω7a12

1 b1b
6
2

+ 270ω6a13
1 b

5
1b2b3 − 573ω6a13

1 b
3
1b

3
2b3 − 69ω6a13

1 b1b
5
2b3 + 28ω5a14

1 b
6
1b6 − 17ω5a14

1 b
5
1b

2
3 − 11ω5a14

1 b
4
1b

2
2b6

+ 110ω5a14
1 b

3
1b

2
2b

2
3 − 45ω5a14

1 b
2
1b

4
2b6 − 45ω5a14

1 b1b
4
2b

2
3 + 9ω4a15

1 b
4
1b2b3b6 − 6ω4a15

1 b
3
1b2b

3
3

− 9ω4a15
1 b

2
1b

3
2b3b6 + 6ω4a15

1 b1b
3
2b

3
3 + 102ω4a13

1 b
6
1b2 − 138ω4a13

1 b
4
1b

3
2 − 24ω4a13

1 b
2
1b

5
2 − 10ω3a14

1 b
6
1b3

+ 79ω3a14
1 b

4
1b

2
2b3 − 73ω3a14

1 b
2
1b

4
2b3 + 4ω2a15

1 b
5
1b2b6 − 11ω2a15

1 b
4
1b2b

2
3 − 8ω2a15

1 b
3
1b

3
2b6 + 11ω2a15

1 b
2
1b

3
2b

2
3

+ 23ωa14
1 b

5
1b

2
2 − 31ωa14

1 b
3
1b

4
2 − 5a15

1 b
5
1b2b3 + 5a15

1 b
3
1b

3
2b3,

ϑ2 = ω8a1

(
36ω12 + 13ω6a2

1 + a
4
1

)(
10ω6b1 + 3ω3a1b2 + a

2
1b1

)2
(98ω10b1b2 − 6ω9a1b1b3 + 164ω7a1b

2
1

+ 15ω7a1b
2
2 + 51ω6a2

1b2b3 + 68ω4a2
1b1b2 + 12ω3a3

1b1b3 + 20ωa3
1b

2
1 + 9ωa3

1b
2
2 − 3a4

1b2b3).

Since the Jacobian determinant of the functions η2,η3 with respect to b5,b7 at b5 = b∗5 and b7 = b∗7 is
given by ∣∣∣∣∣∂η2

∂b5

∂η2
∂b7

∂η3
∂b5

∂η3
∂b7

∣∣∣∣∣ = Ω 6= 0,

where

Ω =
a2

1

96ω10
(
4ω6 + a2

1

) [98ω10b1b2 − 6ω9a1b1b3 + 164ω7a1b
2
1 + 15ω7a1b

2
2 + 51ω6a2

1b2b3

+ 68ω4a2
1b1b2 + 12ω3a3

1b1b3 + 20ωa3
1b

2
1 + 9ωa3

1b
2
2 − 3a4

1b2b3],
(3.13)

and η4|b∗5 ,b∗7
is non zero, then by suitable perturbation of the coefficients of Liapunov quantities, three limit

cycles can be bifurcated from the origin of system (2.1) in the neighborhood of the equilibrium point.

4. Route to self-excited and hidden chaotic attractors

In order to understand the chaotic mechanisms of the system through theoretical analysis and numer-
ical simulations, we consider the special case of the Jerk system (2.1) by fixing some of the parameters
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and adding the parameter µ. The studied system in this section will be represented by the following
equations:

ẋ = y, ẏ = z, ż = µ− a1x− 1.55y− 1.13z+ xy− 0.33x2 − 2.5z erf(z). (4.1)

When the system parameters are varied, the system generates different periodic and chaotic attractors.
Let I1 = [1.5, 2.3], I2 = [1.5, 1.7515], and I3 = [1.7515, 2.6]. We have chosen the parameter a1 as the only
bifurcation parameter with variable x(t). In fact, the following results can be obtained by changing the
parameter a1 with the initial condition (x(0),y(0), z(0)) = (−1,−0.5,−0.5).

4.1. Self-excited chaotic attractor when µ = 0.22 and a1 ∈ I1.
Consider the system (4.1) with µ = 0.22 and suppose that a1 is the parameter varying within the

range of I1. The system has two unstable equilibrium points at x = −50a
33 ±

√
2500a2+726

33 and y = z = 0.
The system generates a self-excited chaotic attractor with the point attractor for a1 = 1.60 and a1 = 2 as
shown in Fig. 1. To illustrate the folding and stretching structure of the attractor, cross-sections (two-side
Poincaré sections) are displayed in Fig. 2.

The Lyapunov exponents of the attractor were calculated utilizing the Wolf’s algorithm as described in
[36], using the ode45 solver in MATLAB with a time-step of 0.05 for a total simulation duration of 30000
units. The attractor has Lyapunov exponents when a1 = 1.60 as L1 = 0.0821, L2 = 0, and L3 = −1.2005 and
the Kaplan-Yorke dimension is DKY = 2 + L1+L2

|L3|
= 2.0684. In addition, the largest Lyapunov exponent

(MLE) is positive, indicating that the system is chaos. The sum of all Lyapunov exponents is negative,
implying that the system is dissipative.

The bifurcation diagram depicting local extrema of x(t) and the Lyapunov exponent versus the pa-
rameter a1 is plotted in Fig. 3 (a) and (b), respectively. From Fig. 3 (a), it can be observed that the system
exhibits two chaotic regions: one for 1.5 6 a1 6 1.71 and another for 1.72 6 a1 6 2.3. The first region
follows a period-halving route to exit chaos, showing several periodic windows, while the second region
undergoes period doubling, resulting in oscillations with higher periods and exits with inverse period
doubling accompanied by periodic windows. Fig. 3 (b) shows the corresponding Lyapunov exponents
with respect to the parameter a1.

(a) a1 = 1.60 (b) a1 = 2

Figure 1: 3D self-excited chaotic attractor of system (4.1) with µ = 0.22. Initial condition: x(0) = −1,y(0) =
−0.5, z(0) = −0.5. Red point: unstable equilibrium.

4.2. Hidden chaotic attractor when µ = 0 and a1 ∈ I2
Let’s consider system (4.1) with µ = 0 and a1 ∈ I2. In the region I2, the origin is always asymptotically

stable. The bifurcation diagram depicting local extrema of x(t) and the Lyapunov exponent versus pa-
rameter a1 are presented in Fig. 4 (a) and (b), respectively. As can be seen from the bifurcation diagram
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Figure 2: Cross-sections of the chaotic attractor of system (4.1) with µ = 0.22 and a1 = 1.60. Initial
condition: x(0) = −1,y(0) = −0.5, z(0) = −0.5.

(a) (b)

Figure 3: (a) Bifurcation diagram; and (b) Lyapunov exponents spectrum versus a1 of system (4.1) with
initial condition: (−1,−0.5,−0.5).

(see Fig. 4 (a)), at the beginning, the system has a point attractor followed by period-1-oscillations. Then
it has grown into period-doubling to chaos interspersed with periodic windows. By further increasing
the parameter a1, the component x(t) undergoes a hidden chaotic attractor with higher period. Behind
the bifurcation diagrams, the corresponding Lyapunov exponents a1 versus is plotted in Fig. 4 (b).

A hidden chaotic attractor of system (4.1) for a1 = 1.69 is shown in Fig. 5. The cross-sections of the
basin of attraction of the attractors are displayed in Fig. 6.

The Lyapunov exponents of the jerk system (4.1) are found for a1 = 1.69 as L1 = 0.0729, L2 = 0, L3 =
−1.2274. Hence, the maximal Lyapunov exponent (MLE) of the jerk system is positive, implying that
the system is chaotic. The sum of these Lyapunov exponents is negative, indicating that the system is
dissipative. When the signs of the Lyapunov exponents are (+, 0,−), a strange attractor for the dissipative
jerk system is considered. The Kaplan-Yorke dimension of the jerk system is calculated as

DKY = 2 +
L1 + L2

| L3 |
= 2.0594.

4.3. Self-excited chaotic attractor when µ = 0 and a1 ∈ I3
Consider the system (4.1) with µ = 0 and a1 ∈ I3. It exhibits two unstable equilibrium points at

(0, 0, 0) and (−3.030303030a1, 0, 0). A self-excited chaotic attractor of the system can be observed when
a1 = 1.93, as depicted in Fig. 7. In the proposed system, a cross-section of the basins of attraction of the
two attractors in the y− z plane is illustrated in Fig. 8 at x = 0. The Lyapunov exponents for the proposed
system were computed using the Wolf algorithm, with a total simulation duration of 40000 units and a
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(a) (b)

Figure 4: (a)Bifurcation diagram; and (b) Lyapunov exponents spectrum versus a1 of system (4.1) with
µ = 0. Initial condition: (−1,−0.5,−0.5).

Figure 5: Hidden chaotic attractor of the system (4.1) with µ = 0 and a1 = 1.69.

Figure 6: Cross-sections of the chaotic attractor of system (4.1) with µ = 0 and a1 = 1.69.

time-step of 0.5. The computed values are as L1 = 0.0486, L2 = 0, and L3 = −1.1388. The Kaplan-Yorke
dimension is found to be 2.0427. The existence of a positive maximum Lyapunov exponent indicates the
chaotic nature of the system. Furthermore, the negative sum of all Lyapunov exponents suggests the
dissipative nature of the system.

As we all know, bifurcation diagrams and Lyapunov exponent are helpful tools for analyzing the dy-
namical behaviors of a chaotic system. The bifurcation diagram is shown in Fig. 9 (a) for the system
(4.1) with µ = 0, which depicts the local maxima of x(t) versus the parameter a1 with initial condition
(−1,−0.5,−0.5). It can be seen various dynamic properties, including chaos, period-doubling bifurcation
routes, period-3 window and other periodic windows. Additionally, as the parameter a1 increases gradu-
ally, the system displays several periodic windows. The chaotic behaviour is confirmed by the Lyapunov
exponent displayed in Fig. 9 (b).
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Figure 7: Self-excited attractors of system (4.1) with µ = 0 and a1 = 1.93. Initial condition: (-1, -0.5 , -0.5).

Figure 8: Cross section in the y− z plane (at x = 0) of the chaotic attractor of system (4.1) with µ = 0 and
a1 = 1.93. Initial condition: (-1, -0.5 , -0.5).

(a) (b)

Figure 9: (a) Bifurcation diagram; and (b) Lyapunov exponents spectrum versus a1 of system (4.1) with
µ = 0. Initial condition: (-1, -0.5 , -0.5)

5. Conclusion

In this paper, the local bifurcation of the equilibrium point at the origin of the chaotic jerk system (2.1)
has been investigated. The stability of equilibria and the occurrence of the transcritical bifurcation are
studied. Additionally, zero-Hopf and Hopf bifurcations are analyzed. By utilizing the first-order average
theory, it has been determined that a single periodic solution emerges from the zero-Hopf equilibrium
at the origin. Furthermore, under specific parameter conditions, it has also been verified that three limit
cycles can be bifurcated from the origin of the system using Liapunov quantities techniques. In the last
section, two types of chaotic attractors are thoroughly examined for a specific case of the chaotic jerk
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system by applying phase portraits, bifurcation diagrams, cross-sections, and Lyapunov exponents.
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