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Abstract

This paper investigates the suitable conditions for the uniqueness and existence results for a class of fuzzy fractional Caputo
Volterra-Fredholm integro differential equations (FFCV-FIDEs) with boundary conditions. The findings are based on Banach
contraction principle and Schaefer’s fixed point theorem. Additionally, the solution to the given problem is found using the
Adomian decomposition technique (ADT). We support the concept with various instances. The relationship between the lower
and upper reduce approximations of the fuzzy solutions has been demonstrated numerically and graphically via MATLAB.
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1. Introduction

The idea of fractional calculus (FC) dates back to the days of Leibniz and Newton. Since then, a num-
ber of mathematicians have made contributions to the theoretical development of FC. Its application to
real-world issues has garnered a lot of attention in recent years. The mathematical modelling of processes
and systems in the domains of porous media, aerodynamics, electromagnetic, physics, viscoelasticity,
control theory, electro-chemistry, signal processing, chemistry, and so on gives rise to fractional DEs in
many engineering and scientific disciplines (see [7, 12, 16, 28, 30, 33, 34, 37]). Recently, fractional DEs have
seen a substantial theoretical development (see [4, 9, 15, 26, 27] and the references therein). Some math-
ematicians are interested in solving problems involving IDEs. The uniqueness and existence of solutions
to fractional IDEs were examined in a number of studies [6, 18, 24, 25, 35, 36]. However, the majority of
works deal with numerical analysis of fractional IDEs, or fractional DEs. The number of approaches for
locating these approximations has increased recently. A few of these techniques are the wavelet method
[37], Homotopy analysis method [17, 23], variational iteration method [17, 32], ADT [19-22], fractional
differential transform method [7], collocation method [29], and reproducing kernel method [26, 31], etc.

Many academics have developed the concept of FIDEs in recent years. Zadeh was the first to identify
the relationship between arithmetic operations and fuzzy numbers. Additionally, they extension the idea
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of function fuzzy integration. The fuzzy mapping function was also suggested by Cheng and Zadeh
[13], Dubois and Prade [15], and others. Furthermore, [16] provided a basic fuzzy calculus based on the
extension idea. Numerous techniques have been developed recently for solving fuzzy IDEs. Abbasbandy
and Hashemi (2011) worked on FVIDEs, which they formulated and solved using the homotopy analysis
approach and variational iteration method [1]. Techniques: residual power, two-dimensional Legendre
wavelet, flitted reproduction kernel Hilbert space, transform of fuzzy Laplace, and Abu Araub’s dis-
cussion of the kernel technique for replicating results in fuzzy Fredholm-Volterra integral equation [8],
Alaroud, Al-smadi et al.’s work on residual power series method under the generalised H-differentiability
[5], and residual power The FFVIDE analysis that Naveed Ahmad and colleagues [4] examined. The frac-
tional derivative (FD) in the Atangana-Baleanu meaning of FFDEs was examined by Arqub et al. [10].
FFVIDEs in the context of FD Caputo-Atangana-Baleanu have been worked on by writers in [9]. They
made advantage of kernel function adoption. The ADT was developed by G. Adomian, and it has been
successfully used to solve a large number of nonlinear DEs using approximations that converge fast to
the desired result in [2].

Motivated by the above articles, in this paper, we examine a new class of FFCV-FIDEs and demonstrate
the existence and uniqueness of solutions inside their specified domain. Additionally, we will study the
the approximation of solution of the following model by using ADT:

T

D" %(t,0) = ¢(t,0) +B(t)I(x(t,0)) + L O(t, A)I(X(A,0))dA + L V1 (L, A)J(x(A,0))dA,  (1.1)

BlX(OI e) + BZX(TI e) = l?;31 (12)

where t € ¥ := (0,T], J(k(t,0)) is a nonlinear function and kernels 9(t,A), 91(t,A), and @(t,0) are
sufficiently smooth functions on ¥ and furthermore, B(t) # 0 on ¥. (31,32 € R with 31+ 32 # 0, and
B3 € Rq represents (0 —1,1—0).

An outline of the paper’s structure is provided below. In Section 2, the fundamental concepts, nota-
tions, lemmas, and theorems of fuzzy and fuzzy FC were reviewed. In Section 3, we examine the existence
and uniqueness of a solution of the given model (1.1)-(1.2). In Section 4, the solution approximation of
the proposed model was tested using an ADT. Moreover, the convergence analysis is shown. Numerical
experiments and a concrete computing technique are presented in Section 5.

t

2. Auxiliary results

The basic ideas of fuzzy calculus are defined in this part, and these definitions will be applied to the
problems and approximate solutions that are put forth.

Definition 2.1 ([4]). X : R — [0, 1] is mapped to is shown as a fuzzy number that satisfies the following
criteria: for example, ¥ is upper semi continuous on R; cl(supp¥) is compact; and ¥ is normal, closure,
and fuzzy convex set. The set of all fuzzy numbers is represented by the symbol Rq. For any x,v € Rp
and k € IR, also, we define (x ®v)g = xg Bvg, (kO x)g = [kxi, kx‘e].

Definition 2.2 ([5]). Let ¥ is a Fuzzy number in a parametric form given by ¥ = (x(0),%(0)), it fulfills the
following characteristics.

1. x(0) be a non decreasing, bounded, and right continuous function over 6 < [0, 1].
2. X(0) be a non increasing, bounded, and left continuous function over 6 < [0, 1].

x(0) < x(8) for 6 € [0,1].
Definition 2.3 ([4]). The 6-level set of a fuzzy number ¥ € R defined by [ Xlq is identified by

o, _ { TER/A >0, 0<0<T,
| d(suppX), if 0 =0.

The fuzzy number appears in 0 level set is a bounded and closed interval [x(0),%(0)], where x(0) is the
left side end point and %(0) right side end point.
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Definition 2.4 ([11]). The extended Hukuhara derivative (eH-derivative) of fuzzy-valued function Q :
[x,y] = Rq at cg is expressed by

A (co) = lim Q(co+h)Sen Q(co)
eH 1%0 h=0 h

if (Q'),,,(co) € Ro, we say that Q is extended Hukuhara differentiable (eH-differentiable) at co. Fur-
thermore, we say that Q is [(i)-eH]-differentiable at c if

(Qen)g (c0) = [(Qa)' (c0), (@) (c)], 0< 01,
and that Q is [(ii)-eH]-differentiable at cg if
(On) g (co) = [ (@) (o), (Qo) (c0)|, 0< O

Definition 2.5 ([11]). For a function Q(t), the fractional integral (FI) of order 1 > 0 in the Riemann-
Liouville sense is defined as follows:

MOQ(u) = r(ln) J:(u—t)ﬂlg(t)dt, u>0 n€eR, ’Quw) = Qu).

Definition 2.6 ([11]). Based on its 0-level examples, the R-L FI of order 1 of the fuzzy function Q(u,m)
may be expressed as follows: [I"Q(w;0)] = [I"Q(u;0), ["Q(u; 0)], where

1 w
MO, 0) = J (=" 10, 0)dt, u> 0, € R,
0

_ 1 u _
MO(u,0) = J (u—t)"1Q(t,0)dt,u > 0,1 € R.

Definition 2.7 ([14]). The order 1 Caputo FD is expressed in the following equation.

DQ(u) = ﬁfﬁ(u—ﬂq_"‘lﬂq(wdm q—1<n<gq,
av ), n1=gq, g€ N.

The characteristics are as

o MM (u) =IM*TMQ(u), ny,m2 >0;

o I (um) = {%, m2>0,n1 >—-1,u>0.

Definition 2.8 ([11]). Based on its 0-level examples, the Caputo FD of order 1 of the fuzzy function Q(u,0)
may be expressed as follows: [D”Q(u; 9)} = [D”Q(u; 0),D"Q(y; 9)}, where

1 u —n—1
on o) - { T U0 w0, mo1<n <
o ‘ftimg(u/e)/ n=mmec N,

I'(m-m)

%Q(u,ﬁ), n=mm¢cN.

D"[Q(u,0)] = { e [ou—t)™ O™ (1, 0)dt, m—1<n<m,

Note that Qg(t) is shown as Q(t, 0).
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3. Existence and uniqueness results

We will talk about the uniqueness and existence results for FFCV-FIDE (1.1) in this part. To make
things easier, we’ve included a list of the theories we’ll be using to deepen our discussion.

(H1) The function J(¥(t,0)) satisfies the Lipschitz condition with respect to ¥(t,0), with L(> 0) being
Lipschitz constant, and J(0) =0, Vt € V.

(H2) The kernels 9(t, A),91(t,A) are bounded and continuous by ®; >0 and ©] >0on ¥ x V.

(H3) The functions B(t) and §(t, 0) are bounded by ©,(> 0) and O3(> 0), respectively.

Theorem 3.1. Let §(t,0), B(t), ¥(t,A), and 1(t,A) are smooth functions on [0, T]. Then, the FFCV-FIDE (1.1)-
(1.2) is comparable to the form below

;
X(1,0) = Rt 0) — -2 | (T A B3R 0)

B1+P2T(M) Jo
A T
+J S(A,S)J(X(s,e))derJ 91(A, $)3(x(5, 0))ds] ax (3.1)
01 t ° A T
o | (A [BIIROV0)) + | 9Ohs) (s, 00)ds + | 9100 5)3(x(s, 0))ds | e,
'm) Jo 0 0
where
~ - B?) . 62 1 T A yn—14~ L ¢ _Aayn—14 3.2
Rit,0) = -2 — L S T L(t ATl 0)d,  (32)

here, B3 is fuzzy value.

Proof. Applying I" to both sides of (1.1) yields

X(4,8) =10,0) + o | (=27 (2 0) + BRI )
rm) Jo

A
+ Jo (A, 8)T(%(s,0))ds + L

T (3.3)

ﬁl(A,s)J()Z(s,e))ds] dA.

Based on the aforementioned equation at t = T, we can readily obtain

:
X(T,0) =%(0,0) + o | (T2 [0(0,8) + BNIx(,0))
rm) Jo

A
+ L O(A, s)I(X(s,0))ds + L

:
81(7\,5)3()2(5,9))ds] d.

The condition (1.2) provides us with the following identity:

x0,0)= 5P B L 1[0, BVIKL0)
' B1+ B2 B1+P2TM) Jo ' '

A
+ L DA, 8)T(%(s,0))ds + Jo

.
91(M, 8)I(%(s, e))ds} da.

Therefore, by adding the aforementioned value of X(0, 0) to (3.3), we may obtain the required equivalent

form. .

Theorem 3.2. Let (H1)-(H3) hold. Furthermore, we consider that |J(X(t,0))| < ©*, Vt € [0, T] and X(t,0) € Rq.
The FFCV-FIDE (1.1)-(1.2) has at least one solution in V.
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Proof. Let @ : C ([0, T],Rq) — C ([0, T],Rq) be an operator, which is described as

D (%(t,0)) = h(t,0) —

-
B1 [—5: P2 r(lﬂ) Jo (T=nm [B(?\)’J(XU\, %)

A
+J B(A, s)T(X(s,0))ds +J

0 0

.
91 (A, $)3(%(s, 6))ds} A

1 t A
SRS J (t—Am—? [B()\)J()Z(A, 0)) +J
'm) Jo 0
where the h(t,0) is given in (3.2). Here, we demonstrate the fixed point of the operator ® by demon-
strating that @ is continuous on C ([0, T], R ) and compact on each bounded subset of C ([0, T],Rq ). This
implies that the statement part one in Schaefer’s theorem is false, which implies that the part two in
Schaefer’s theorem must be true, as will be demonstrated in a series of steps.

-
d(A,s)T(x(s,0))ds +J H(A,8)T(x(s,0))ds|dA,
0

(i) Initially, we establish the continuity of the operator ®. Let Xn be a sequence convergence to ¥ in
C([0,T,Rq)asn — o0. ¥V Xn, X € C([0,T],Rq), for any t € [0, T], we get

B2 1 (" -1 3 (% J(%
e WL (TN BOVIF (% (2, 8)) — I(X(A, 6))

A T
+ | 190011 (a5, 00) =Tkt D s+ | 102 1|3 (5, 00)

1 t
(s, 80[ds|dh-+ o | (6= A [BOVII (a1 0) = I((A 1)

A
+J DA, $)1T (Xn (s, 0)) —I(x(s,0))l ds

0
+ | 191003111 (s, 00) = x5, 0] dsan

<1+ I3 ><®2LT“ LT e;LT !
B1+B2l/ \T(n+1) * Tm+2)  Tn+2)

® is implied to be continuous by this.

)]xn X|| = 0asn — oo.

(ii) Next, we will demonstrate how C ([0, T], R ) translates bounded set to itself using the operator @, i.e.,
Vk >0,dan >0and VX € E«, we get || D(X)|| < n, and E is defined by Ex ={x € C ([0, T], Rn) : [IX| < k}.
vt € [0,T],

[D(x(t,0))] <

.
Bffﬁz r(ln) L (T A" [BOII(X(A, 0)

A T 1 t
+ [ v s)at(s, 0ids + [ oy s)atls, elas]an + o | (1= At [BAIIGO)

J (A, s)IIT(X(s, ))|dS+J 1A, )T (X (s, ))Ids}d}\
B2 @y +1) + (0, + 01T i
s ( |f51+f52> < rn+2) )LTHHXH
B2] ©(n+1) + (@H—@i“)T)
) <1+ “51+f52> < r(n+2) kLT,

By choosing n = (1 + lB\le ) <®z(n+1)+(®1+®

tn HGrEOIT) kLT, we have [|[O(X(,0))]] < n. We get [|0%]| <
the set Ey is implied to be confined by this.
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(iii) @ operators bounded set into equi-continuous sets of C ([0, T],Rq), let t;,t, € (0,T], and t; < to.
VX € Ex, we get

T

A
(tp— A" ! [B(?\)J()ZU\, 9)) +J 9N, $)T(%(s,0))ds + L

ﬁl(A,s)J()Z(s,B))ds] dA

T

V(A s)T(X(s,0))ds + J

ﬁl(A,s)j()Z(s,O))ds] d?\‘
0

A

e Jtl (=2 = (0 =27 [BOI3GRON 00 + | 01, 513055, 8))ds
T

+ 1 %A, s)T(X(s, 9))ds} dA + F(ln) Jtz (t) — ?\)“*1

A
X [B(?\)’J()Z(?\,e))—i—J' S(A,s)ﬁ()z(s,e))ds—i-L

.
ﬁl(A,s)j()Z(s,B))ds] d?\‘

92]—”)2” ®1L||)~(|| +1 +1 +1
< 2(t) —t)"V + (£} —t) }2 t) —t)" T —t] ‘
g 1) 12—t + (5 =) [+ o2 (e —t) +(1 ; )
QTU)N(H‘ 1 1 1
2 (ty —ty)" gt ’—> t; — to.
Fn+2) (t2—t1) +<1 ) ) Oasty 2

|® (X (t2,0)) — @ (% (t1,0))] — 0 as t; — to. This illustrates how the operator converts C ([0, T],Rq) into
an equicontinuous set from a bounded set. Consequently, the Arzela-Ascoli theorem states that operator
® is compact. For the final stage, consider the set (, which is given by

t={x € C([0,T,Rqp) : X =0®(%) for0 < o < 1}.

Now that the prior set is bounded, we may demonstrate it. Assume that ¥ € 1. Vt € [0, T], we get

B2 1

B1+B2T(M)

)
| r=am Bosanen

X(t,0) =0 (ﬁ(t,@) —
0

A o T o 1 t n—1
—|—J0 S(A,S)J(x(s,e))ds—i-JO Sl(A,S)J(X(s,G))ds} d7\+r(n)JO (t—A)

A
(A, 8)T(x(s, 6))ds] d7\> ,

T

O(A, s)I(X(s,0))ds —l—J

0 0

X [B(?\)H()Z(?\,e)) —i—J

h(t, 0) is given in Theorem 3.1. Also, |§(t,0)| < O3 from assumption (H3), we get

- B2 < B2 ) ©;
O < T m T U T Bl T O

Then, Vt € [0, T], using |J(X(t, 0))| < ©*, we have

N
B2 1 J (T—A)1 {B(?\)j(f((ke))

CB1+B2TM) o

A s T o 1 t n—1
+J ﬁ(A,S)J(x(s,S))ds—i—L 81(7\,S)J(X(s,9))ds} d}\+r(ﬂ)Jo (t—A)
81(7\,3)3()2(3,9))ds] d7\> ]

T

X [B(?\)TJ()Z(?\, 9)) —i—J B(A,s)I(X(s,0))ds + Jo
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- Bl 1 JT 4 ~
< |h(t,8))+ —— T—A)M B(A)||T(x(A, 0
Rl )+ 52w | (T= A" OIS )
A T 1 t
+ [ 1o saatts, 0)ids + | 10n sk, 00| ar+ o | et
0 0 'm) Jo
A T
< [BOVIA(R(M, 0))] +JO 90 $)I9(x(s,0)) | ds+j0 9100, S)IF((s, 0)) | ds] aA
B2l )(@z(n+1)+(®1+®m )
<O+ (14 O*T" ) =n*,
! ( B1 + B2l Mn+2)
where n* = @, + (1 n \Bll[izfliz\) (@2(““&; (Sl)*@T)T) ©*T". This establishes the boundedness of every

X € L. The set ( is hence limited.

Additionally, Schaefer’s theorem establishes the existence of a fixed point for the ®. This indicates that
there is at least one solution for the FFCV-FIDE (1.1)-(1.2), vt € [0, T], X(t). Moreover, we can demonstrate
that FFCV-FIDE (1.1)-(1.2) has a unique continuous solution on [0, T] by employing the assumptions in
(H1)-(H3),

Y =

(@:(M+1)+ (01 +07)T) ( |r32|>
Fn+2) U g < F

4. Methodology of ADT

This study demonstrates how to approximate the FFCV-FIDE solutions (1.1) ([2, 3]) using an ADT.
Examine the FFCV-FIDE (1.1) that follows. The result of applying the I" operator to both sides of the
FFCV-FIDE (1.1) is

t T
X(8,) = o + I (0,0)) + I'(BLIX(L,0) + " | | St NI LD+ | 01(t, N3N0
0 0
ADT describes the solution %(t,0) as a series
%(t,0) =) %(t,0) 4.1)
i=0
and Mj, the nonlinear term, is broken down as M = ) Z P;, in which the Adomian polynomials P; are
supplied by
po— L4 Iy S vix
LTI 1 ZV X1 .
1=0 v=0
Hence,

8 8 . s SN g
Po=Mi(Xo), P1=%aMi(R), P2=%aM;j(Ro)+5%M7 (Xo),----
The primary prerequisites for (1.1) are distinguished by their significant role in formulating the solution
and their straightforward treatment of the recurrence connections. Next, we create an Adomian equation

for the BVP that matches (3.1). The components o, X2, X2, . . . are found iteratively by

(60) = R0~ 22 Lt a0
' ' B1+B2T(M) Jo '

A o T s 1 t n—1
+J0 S(A,S)J(X(s,e))ds—i-JO ﬁl(A,s)J(x(s,G))ds} dA + WL (t—A) (4.2)

A
ﬁl(A,s)J()Z(s,e))ds] dA.

T

YA, s)T(X(s,0))ds —i—J

0 0

X [B(MJ()Z(?\, 9)) —i—J



A.]. Abdulgader, R. B. Abdulmaged, J. Math. Computer Sci., 36 (2025), 432443 439

We construct this Adomian equation in such a way that the boundary condition is automatically satisfied
by the final solution. The following are obtained recurrence relations:

)ZO(t/ e) = ﬁ(tr e)/

Kei(6,0) = B2 L [ a1 [sova (v 00 + [ o sppias
’ B1+B2TM) Jo ’ o (4.3)
T 1 t A
—l—J 91(A, S)Pkds} AN+ —— | (t=A)t {B(?\)j (Xx(A,0)) —l—J d(A, s)Prds
0 rm) Jo 0

:
+J ﬁl(A,s)Pkds} a\, k>0
0

The above relation is the only one utilized in the solution of BVP. If the series (4.1) is convergent uniformly,
we can approximate the solution of FFCV-FIDE (1.1) by solving (4.2) and applying the initial condition,
or by solving (4.3) and applying the boundary condition, and receiving the M terms

M—1
M(t0) =D %il(t,0). (4.4)
i=1

4.1. Convergence analysis

This section describes the convergence of the approximate solution for such an IVP that was previously
discussed.

Theorem 4.1. Let’s assume that (H1)-(H3) are accurate. Take into consideration 0 <Y < 1 as shown in

C) 1 01+ 07T

(©2(n+1) + (61 + O )LTT‘(1+”52| ><1. (4.5)
rm+2) 1B1+ B2l

Subsequently, the series (4.1) converges uniformly to the BVP’s solution X(t,0) in (1.1). Additionally, an approxi-
mate solution to X(t, 0) is given by the partial sum (4.4).

T =

Keep in mind that since ¢(t,0) € C(¥), Xo(t,0) € C(¥). Thus, for any t € V¥, there exists © € R and
© > 0 such that [Xo(t,0)] < ©. We now demonstrate that the it term in the series (4.1) meets the given
requirement,

I%i(t,0)] < @Y on V, (4.6)

where Y was given in (4.5). For i =1, we get

B2 e
T BT (Re(t,0)) +JO

<B4 +0,L[Ko(t,0)[1"(1) +O1LI%o(t, 0)[IM(t) + OTLIXo(t,0)[ I"(t)

@2L - ®1L ~ 1 GTL
—"  Kolt,0)]t" 4+ t,0)|th ™ +
Fn 1) IXo(t,0)] Fn+2) [Xo(t,0)] Fn+2)

t T

falt,0) = |1 [Rit, ) - 8(,N)3 (xol1,0)) r+ |

NI (Ro(,0)) ]

=04+

[%o(t, ©)1t" < Y [%o(t, 0)] < OY.

Here, we consider (4.6) is true for i = k—1, i.e., [{x_1(t,0) |< OY*1, Proceeding in the same way as
previously, for i = k, we get

t

L B(UT (R (1,0) + L 9(t,\)3 (K1 (A, 8)) dA

B2
B1+ P2

t
+ | 91403 (a0, 0) ]| < Vit 0) < OT

%i(t, )] = |17 [R(t,0) -
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We find the required outcome at (4.6) as an answer. Consequently, for every t € ¥,

Y ko)< ) or,
i=0

i=0

Y 2 ,OY"is a convergent series for 0 < Y < 1. Then, Y °,%i(t,0) is converges uniformly to the Weier-
strass M-test. Therefore, again using the Weierstrass M-test, there is a uniform convergence of the series
(4.1). As a result, the partial sum in (4.4) approximates the answer to (1.1).

5. An example

Consider the following FFCV-FIDE:

t 1

B(t, A)X(A, 0)dA + J O1(t, A)X(A, 0)dA,
0

NI=

D2x(t,0) = ¢(t,0) + B(t)x(t,0) +J

0
2)2(01 e) +X(1/e) = 63/

here, B1 = 2, B2 = 1, 3 = (0—1,1—0), where (t,8) = 3t(6 —1,1—0), B(t) = —+, 8(t,A) = =3¢,
and 91 (t,A) = =5, Apply I'/? in Eq. (5.1). The preceding Eq. (5.1) has an equivalent form under type

(i)-differentiability, which is

A

— _Bzil_nfl ~ ~
X(t,0) = h(t,0) ~ 2 | (1) FMM&M&D+LSMQAM&WMS

1 t
dA + J (t—A)n—t

1
+Jo 91(A,5)3(x(s,0))ds rm) Jo

A 1

9(A,s)T(x(s,0))ds —i—J

0 0

X [B(?\)J(XO\,G)) +J 191(7\,3)3()((3,9))(13] dA

51
%(t,0) = h(t,0) — B2 1J1(1—A)n1 B(A)J(x(A,0)) —I—J')\ﬁ@\ s)J(x(s,0))ds .
’ ’ B1+B2TM) Jo ’ o ’

1 t
dA + J (t—A)n—t

1
+Jo 81(A,s)3(x(s,8))ds rm) Jo

A 1

(A, 8)T(x(s,0))ds + J

0 0

X [BO\)J()‘((A, 0)) +J (A, s)I(x(s, 9))ds] dA.

Let’s now build x(t, 0) as

1
B1 fizﬁz r(lﬂ) Jo S [BM)S(XU\' %)
1

A
.—I—J S(A,s)j(x(s,e))ds—i—J ﬁl(A,s)’J(x(s,G))ds} dA
0 - 0 -

A 1

t
L b J (t—Ant [B(A)J(x(k, 6)) +J

'm) Jo . 19(7\,8)3(x(s,9))ds+J

191(7\,8)3(x(s,9))d81 dA,
0

where

x T N T P I AP
h(t'e)_f51+f32 51+(52F(H)L(1 N (p()\,@)d)\Jrr(n)L(t N 8)dh,
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here f3 =(0—1,1—0) is fuzzy value, 31 =2, and 3, =1,

_(0—1) (6—1) 3t¥26—-1) _ _(1—-0) (1—0)  3t¥2(1-0)
MO ===t Te2 """ Tt T2

We are now using the ADT,

Xo(tle) = h(t/e)r
B _(6—1) (6—-1) 3t32(6—1)
Xt 0) =h(t,0) = —— — 1=+ ~ 5.7

B 1 1 (2N [(e=1) (-1 3t32(8-1)
S 171 [(10)( 5 T2 T TE2 )

Mr=aat) [((0—1) (0—1) K 3t%2(0—-1)  6t¥2(0—1)
+L(]o>< 5 TGR) T Tea 16/ )“Lﬂ

1t o |~ [(0=1) (0-1)  3t%2(0-1) 6t¥2(0-1)
T [(10) ( 3TeR e e

AMBat) [(6—1) (8—1) 3t32(0—1) 6t37/2(0—1)
+L<10>< 5 Te2) ¢ T2 T2 )“Lm

Crer1(t,0) = ——P2 ]‘fﬂ—M“1MMﬂmmmmj%mwﬂm@mMs
i B1+B2TM) Jo ’ o ’

I Jt(t—A)“l [B()\)j(” (A, 0))
) Jo Xl

1
+jﬂuxwﬁ&uaenm
0

A 1
+ ] 00903 (il 001 ds 4 | 9100519 (s, 0)) as] an
0 0
In a similar manner, we may locate consecutive words and obtain the solution

= (6—1) (8—1) 3t%2(6—1) 6t¥2(0-1)
X=) X\ =3 T2 T TG/2) r5/2)

e (1-0) (1-0) 3t3%21-0) 6t¥%(1-0)
=) X =3 TT62) T TR T TGR)

Il

Figure 1: Approximate solutions for uncertainty 6 and space variable t.
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