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Abstract 

 
 In this work, we apply the Adomian Decomposition Method(ADM) for solving first  
order impulsive differential equations  

   0,>,  ,=)( tktxtx  

,=  ,= ktxx  

   ,=)(0 0xx  

where NR  kx 0,,1,0, 0   are investigated. We compare this method 

with others numerical methods such as  -method, Runge-kutta method for 

solving impulsive differential equations.  
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1  Introduction and preliminaries 
 

 Impulsive differential equations occur in many applications: population 
dynamics[1], physics , Chemistry [2], engineering[3], ecology, biological systems, 
biotechnology, industrial robotics, pharmacokinetics, optimal control, and so on. The 
quantitive investigation of impulsive differential equations began in 1960 with the work of 
Mil'man and Myshkis[4]. In recent years, there have been intensive studies on the 
qualitative behavior of solutions of impulsive differential equations; see for instance 
[4,5,6,7,8,9] and the references cited therein. In 1989, Kulev and Bainov investigated the 
stability and global stability of systems with impulse by Lyapunov function [10,11]. In 
2000, Randelovic gave the algorithm for solving impulsive differential equations [12]. 
However, in these works the authors did not investigate the stability of the numerical 
methods for impulsive differential equations. X. J. Ran et al. introduced some basic 
knowledge of the system with impulsive effect at fixed instant of time[13].  

 We shall apply the Adomian Decomposition Method (ADM) for solving the 
following system  

   ,  ),,(=)( ktxtftx  

(1.1) ,=  ),(= kk txIx  

,=)( 00 xtx  

 where nn

k

n If RRRR  ,:,:  is an open subset and <<<=0 101   , 

with lim  =kk  , as usual )(),()(=)(   txtxtxtx  denote the right limit of x  at t .  

Then, we compare this method with  -method and Runge-kutta method ,where 
discussed in [13]. 

 
Definition 1.1 (Baniov and Simeonov[2]) The function ),(),( 0 btttx   is said to be the 

solution of the system with impulsive effect (1.1), if the following conditions are satisfied:   

    1.   ))(,(,=)( 00   Rtxtxtx  for ),( 0 btt ,  

    2.  for N ktbtt k , ),,( 0  , the function )(tx  is differentiable and 

        ))(,(=)
(

txtf
dt

tdx
,  

    3.  the function )(tx  is left continuous in ),( 0 bt , if ),( 0 btt  and 

btt k  ,=  , then ))(()(=)( txItxtx k

.         

 

Theorem 1.2 ([14,13]) If nRRf :  is continuous in Nkkk  ,],( 1 ,     

 lim ),(
),(),(

ytf
x

k
yt  

 is finite and exists and f  is locally Lipschitz continuous with 

respect to x  in R  , then the solution )(tx  of problem (1.1) is unique.        

  
 In this paper, we consider the following impulsive differential equation (1.2), 
evaluate an approximation of )(tx  at each subinterval 1],( kk  by Adomian's method.  
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   0,>,  ,=)( tktxtx  

(1.2),=  ,= ktxx  

 ,=)(0 0xx  

 where NR  kx 0,,1,0, 0  . 

 
Definition 1.3 ([6,13]) )(tx  is said to be the solution of (1.2) if it satisfies the 

following conditions:  

    1.  lim )(0==)( 00




xxtx

t
, 

    2.  for )(, , ),(0, txNkktt   is differentiable and )(=)( txtx  , 

    3.  )(tx  is left continuous in )(0,  and if kt = , then )(=)()( kxkxkx 

 
, where )( kx  = lim ).(tx

kt 
      

  
  
 Problem (1.2), in )(0, , has a unique solution 

 
  (1.3),))((1=)( ][

0

tt eextx     

where [t] and  t  denote the greatest-integer function of t and the fractional part of t, 

respectively. 
 

Definition 1.4 ([13]) The solution )(tx  of Eq.(1.2) is asymptotically stable if 

0)( tx  as t .  

 From (1.3), it is easy to obtain the following theorem: 
 

Theorem 1.5  

The solution 0x  of Eq. (1.2) is asymptotically stable if and only if 1.|<)(1|  e 

 
 

2  Method of Solution 

 Consider the impulsive differential equation (1.2). 
by integrating from 1],( kk , we have:  

(0,1]    ,)((0)=)(
0

  tdssxxtx
t

 ,                                      

(2.1) 
and 

1,2,3,= 1],,( ,)()(=)( kkktdssxkxtx
t

k
 

    

by impulsive effect, we have: 
 

)(=)()(=)( kxkxkxtx   , then   )(1)(=)( kxkx   , 

and thus  
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(2.2)                             1,2,3,= , 1],( ,)()(1)(=)( kkktdssxkxtx
t

k
  

 
 We define 0,1,2,= 1],,( ),(=)( kkkttxtxk   and .=(0) 0xx 

To solve (2.1) and (2.2) by Adomian's method, let  

 (2.3)  .0,1,2,=   ),(=)( ,

0=

ktxtx nk

n

k 


 

 by substituting (2.3) in (2.1) and (2.2) gives  

 dssxxtx
t

)(=)( 0
0

00  

 .1,2,3,=1],,(  ,)()(1)(=)( 1 kkktdssxkxtx k

t

k
kk    

 where )(1 kxk  is an approximation of )(kx , therefore,  

                                                         ))((=)( 0,

0=
0

00,

0=

dssxxtx n

n

t

n

n




 

 .1,2,3,=1],,(     ,))(()(1)(=)( ,

0=

1,

0=

kkktdssxkxtx nk

n

t

k
knk

n

 






 

 these identity are satisfied if we set: 
 

 ,=)( 00,0 xtx 

 .1,2,3,=),(1)(=)( 1,0 kkxtx kk  

 (2.4)                                 ..0,1,2,=,,0,1,2,=  ,)(=)( ,1,  kndssxtx nk

t

k
nk   

 
and,  

 .0,1,2,= 1],,(  ),(=)( kkkttxtx k  

 
Relationship (2.3) gives an approximate analytical solution which converges 
perfectly towards the exact solution in the limit where n  [15-16]. An error 
estimation can generally be given. 

 

3   Numerical Results 
 In this section, We consider some first order impulsive differential equations. The 
following examples will be helpful to illustrate the main results of this paper. 

 
 

Example 3.1 Consider the following impulsive differential equation: 

 












 (3.1)   10,=)(0

,=  ,80=

   0,>,  ,5=)(

x

ktxx

tktxtx

 

 which has the analytic solution in the following form  

   ,)80))(((1=)( ][55

0

tt eextx   
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We know that, the exact solution of (3.1) is asymptotically stable,because 

1<79=)(1 5 ee . 

if  -method with 1=  is applied to ODE, the numerical solution should be 
convergent. However, for impulsive differential equation (3.1) , let 1=  and 

15)=( 1/= mmh , the numerical solution of (3.1)  is divergent [13]. This example indicates 

that the  -method keeps the order of convergence but some properties have changed for 
system (1.2). Applying the numeric method (2.4), we have: 

 



































4<3  ,105.06749102.16489104.53661

3<2  ,101.2845377626531167362451.4

2<1  ,20595.716476.89886.113954.45790.89

1,0          260.417260.417208.3331255010

)(
2776

362

432

5432

ttt

tttt

ttttt

tttttt

tx 

and so on. 

 
  
 Figure 1, shows the numerical solution and exact solution of (3.1), in which the 
dashed  curve is numerical solution using ADM, the solid curve is obtained by analytical 
expression (1.3). 

 

  
  
Example 3.2 Consider the following impulsive differential equation:  
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 (3.2)   1,=)(0

,=  ,0.9=

   0>,  ,1.2=)(

x

ktxx

tktxtx

 

 we obtain 

 5432

1 0.0207360.08640.2880.721.21=)( ttttttx 

and 
























4<3,  )(0.001

3<2  ,)(0.01

2<1,  )(0.1

10           ),(

=)(

1

1

1

1

ttx

ttx

ttx

ttx

tx 

 
it shows that 0)( tx  as t  and then the solution is stable.  

 Figure 2, shows the numerical solution and exact solution of (3.2), in which the 
dashed curve is numerical solution using ADM, the solid curve is obtained by analytical 
expression (1.3). 

 

 
  
Example 3.3 Consider the following impulsive differential equation: 

 












 (3.3)   3,=)(0

,=  ,10=

   0>,  ,3.9=)(

x

ktxx

tktxtx
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 with applying the above method, we have: 
 

































4<,3   3518737417.229446.515310.43957.21

3<,23488.943584.462759.291415.45362.977

2<,1  318.099326.255250.996128.733.0001

1,0 22.55629.91829.659522.81511.73

=)(
432

432

432

5432

ttttt

ttttt

ttttt

tttttt

tx

 
Figure 3, shows the numerical solution and exact solution of (3.3), in which the 
dashed curve is numerical solution using ADM, the solid curve is obtained by analytical 
expression (1.3). 

 

4   Conclusion 
 

Example (3.1) indicates that the   method with 1=  and 15)=(1/= mmh  is 

divergent [13]. The coefficient of problem (3.2) is 1.2= , which is greater than zero. 
According to [13], we must choose   methods, 3-Lobatto IIIB and 2-Radau IA methods 
to obtain the numerical solution of (3.2) with stepsize mh 1/= .  

 

 
 

In example (3.3), we observed that 0<3.9=  , so the 2-Lobatto IIIB and 3-Gauss 
methods must applied. 
But, In this work, we introduced the ADM for all of this problems,whether 0<  or 

0>  and give very best approximation. In Table 1 , we calculate the relative errors (RE) 
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and absolute errors (AE) for Ex.(3.1) at 3,4,5=t . It shows that this method is convergent. 

The exact solutions of (3.2)  at 8=t  and (3.3) at 4=t  are 0011.215104  ex  , 

0046.70356  ex , respectively. In order to obtain convergent solution for (3.2),   must 
satisfy 0.41802330  , and for (3.3) 0.530   [13]. In Tables 2-5 the relative errors 
(RE) and absolute errors (AE) are listed. In Tables 6 and 7, we calculated the relative errors 
(RE) and absolute errors (AE) for (3.2) and (3.3) by Adomian Decomposition Method.   
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