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Abstract—In this paper we introduce an approach by an optimization method to 
find approximate solution for a class of  nonlinear Volterra integral equations of the 
first and second kind. To this purpose, we consider two stages of approximation. 
First we convert the integral equation to a moment problem and then we modify the 
new problem to two classes of optimization problems, non-constraint optimization 
problems and optimal control problems. Finally numerical examples is proposed. 
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1. Introduction 

The most of modelling problems of science, engineering, physics and other 
disciplines leads to linear and nonlinear Volterra integral equations. These are 
usually difficult to solve analytically and in many cases the solution must be 
approximated. Therefore, in recent years several numerical approaches have 
been proposed. The numerical methods usually transform the integral equation 
into a linear or nonlinear system that can be solved by direct or iterative 
methods(see [4]). 
But it seems that the idea of finding approximate solutions for some problems by 
converting them to an optimization problem will give rise to interesting results. 
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Especially, using measure theory for solving optimal control problems that was 
established by Rubio [10] gives us a suitable tool to obtain better approximate 
solutions for this problems . The problem of finding numerical solution for 
integral equation is one of the oldest problems in applied mathematics and many 
computational methods are proposed in this area (see [1], [3] and [5]).  
We consider a class of nonlinear Volterra integral equations 

0

( ) ( ) ( , ( )) ( ) , [0, ]

t

x t f t K s x s f s ds t T           ( )T                      (1) 

where :[0, ]f T and the kernel :[0, ]K T   are assumed to be known 

continuous functions and  differentiable and the unknown function to be 
determined is :[0, ]x T  .The necessary and sufficient conditions of existence 

and uniqueness of the solution for the above problem can be found in [8]. Here, it 
is assumed that the problem, which is being considered. 
The work is structured in three parts: in Section 2, we will convert problem(1) to 
a optimal control problem. In Section 3, we define the approximating functions 
and we obtain a finite linear programming. Finally, the numerical results given in 
Section 4 show the high accuracy of the method. 
 
2. Transformation 
 
In this section, we shall present the technique that converts Volterra integral 
equations (1) to equivalent optimal control problem. This may be achieved by 
using the Leibnitz rule of differentiating both sides of equation (1) with respect 
to t and we obtain the equation (see [9]) 

( ) ( ) ( , ( )) ( ) [0, ]x t f t K t x t f t t T    .                                    (2) 

Let ( ) ( )x t u t and can be written as 

0

min ( ) ( ) ( , ( )) ( )                         (3)

subject to

( ) ( ) , [0, ]                                     (4)

T

I u t f t K t x t f t dt

x t u t t T

  

 

 



                                                           

 
Definition 1. We shall say that the pair ( (.), (.))w x u  is admissible if the 

following conditions hold: 
(i) (.)u is an artificial control function and takes its value in a set U. 

(ii) (.)x is a differentiable function and takes its values in a set A and we call 

it trajectory as well. 
(iii) The pair w satisfies the differential equation (4) on (0, )T . 

 
Let J A U   where [0, ]J T .We assume that the set of all admissible pairs 

are nonempty and denoted by W .In fact in problems (3) and (4) we are seeking 

to find the function (.)u that minimizes the functional :I W   and satisfies ‏

the condition (4). 
Now we transform the problem of minimizing (3) with the condition (4) by 
considering a view of generalization in conditions where we want to convert 
condition (4) to similar conditions in the objective function (3). Let B be an open 
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ball in 2  containing J A and 1( )C B be the space of all real-valued continuous 

differentiable functions on it. Let 1( )C B and define functions g as follows: 

 

( , , ) ( , ) ( ) ( , ) ( , , )g

x tt x u t x u t t x t x u      

 

The function g  is in the space ( )C   of all real-valued continuous functions 

defined on the compact set  . Thus we have 

0

( , , ) ( ( , ) ( , ))

( , ) ( , ) (0, )

, ( )

g

x t

J J

T

J

t x u dt t x x t x dt

t x dt T x x

C B

  

  

 

 

  

   

 





                                   (5) 

for all 1( )C B ,where 0( , ) and (0, )TT x x  are known. 

Let 0( )D J be the space of infinitely differentiable real-valued functions with 

compact support in 0J . Define  

( , ( ), ( )) ( ) ( ) ( ) ( )j j jt x t u t x t t u t t                   (6) 

for 1,2,...,j n and 0( )D J  , where 
ju is the j th component of the control 

function .u Then , if ( (.), (.))p x u be an admissible pair , we have for 

1,2,...,j n  

and 0( )D J  , 

0 0 0

( , ( ), ( )) ( ) ( ) ( ) ( )

T T T

j j jt x t u t x t t dt u t t dt       

 

0

( ) ( ) ( ( ) ( )) ( ) 0,

T

j j jJ
x t t x t u t t dt       

since the function   has compact support in 0J ,  (0) ( ) 0.T    With the 

choice of functions which depend only on the time variable, we have 
 

1

0

( , ( ), ( )) , ( ),

T

kk t x t u t dt a k C    

where 1( )C  is subspace of the space ( )C  ,of the continuous functions depends 

only on the time variable t . Now consider: 
 
(1) The mapping 

: ( , ( ), ( )) , ( )w
J

F F t x t u t dt F C    , 

defines a positive linear functional on ( )C  . 

 
(2) By the Riesz representation theorem (see [10]), there exists a unique positive 
Radon measure   on   such that  

( ) ( , ( ), ( )) ( ), ( )w
J

F F t x t u t dt Fd F F C 


       . 
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Thus, the minimization of the functional (3) over constraint (4) is equivalent to 
the minimization of 

  

  0

0

1

( )                                        (7)

( ) , ( )

( ) 0, 1, 2,..., , ( )     (8)

( ) , ( ),

w

g

w

w j

w k

I w f

subject to

C B

j n D J

k a k C

  

 

 

   

   

   

 

where 0 ( ) ( ) ( , ( )) ( )f u t f t K t x t f t   . 

Now, suppose that the space of all positive Radon measures on    will be 
denoted 

by ( )M   . By the Riesz representation theorem, the positive linear functionals 

above will be replaced by their representing measures, so we seek a measure in 

( )M   , to be normally denoted by * which minimizes the functional (7). 

Thus, the minimization of the functional I in (7) over W is equivalent to the 
minimization of 

  0( )                                        (9)I f   

over the set of all positive measures   corresponding to admissible pairs w, 

which 
satisfy 

0

1

( ) , ( )

( ) 0, 1,2,..., , ( )     (10)

( ) , ( ),

g

j

k

C B

j n D J

k a k C

   

  



  

  

  

 

We shall consider the minimization of (9) over the set Q of all positive Radon 

measures on  satisfying (10). Now if we topologize the space ( )M   by the 

weak* topology, it can be seen (see [10]) that Q is compact. The functional 
:I Q  , defined by 

  0 0( ) ,I f d f R Q   


     

is a linear continuous functional on a compact set Q; so attains its minimum on Q 
(see [10]), thus, the measure-theoretical problem, which consists of finding the 

minimum of the functional (9) over the subset Q of ( )M   , possesses a 

minimizing solution * , say, in Q. 

 
3. Approximation 
 
For the estimation by the nearly optimal piecewise constant control, consider the 
minimization of the functional (9) not over the the set Q but over a subset of 

( )M   which is defined by requiring that only a finite number of the constraint 

in (10) to be satisfied. This will be achieved by choosing countable sets of 
functions whose linear combinations are dense in the appropriate spaces, and 
then selecting a finite number of them. In the first step, we obtain an 

approximation of the optimal measure *  by a finite combination of atomic 

measures, that is, from the Theorem ( see [10], appendix,Theorem A.5), *  has 
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the form * * *

1

( )
N

i i

i

z  


  where * 0i   and *

iz    for 1,2,...,i N (here ( )z ) 

is a unitary atomic measure, characterized by ( )( ) ( )z F F z  where 

( )F C  and z  ). Then, we construct a piecewise constant control function 

corresponding to the finite-dimensional problem ( see [10]). Therefore in the 
infinite-dimensional linear programming problem (9) with restriction defined by 
(10), we shall consider only a finite number 1M  of functions  of the type 

2 2

1 1 2 2 1 1 2 2, ,..., , , ,....n n n nx x x x x           Also, only a finite number of 

functions h , 21, 2,...,h M that before defined in (6), when the functions    are 

considered as sin(2 )rt T ,1 cos(2 )rt T , 1,2,...,r  and also, only a finite 

number L of functions k of the type 

1
( )

0

s

s

t J
k t

otherwise


 


 

will be considered, where (( 1) , )SJ s d sd  , and d T L , 1,2,..., .s L  

 The set J A U   is covered by a partition, where the partition is defined by 

taking all points in  as 1 2 1 2( , , ,..., , , ,..., ).
j j j j j jj j n nz t x x x u u u  Of course, we only 

need to construct the control function (.)u , since the trajectory is then simply the 

corresponding solution of the differential equation (4), with condition 0(0)x x , 

which can be estimated numerically. The infinite-dimensional linear 
programming problem (9) with restriction defined by (10) can be approximated 
by the following problem, which 

jz  for 1,2,...,j N belong to an approximately 

dense subset of  . 

0

1

minimize ( )                                (11)
N

j j

j

f z


  

 

1

1

subject to (z )=  , i=1,2,...,M                                
i

N
g

j j i

j

  


  

2

1

        (z )=0 , h=1,2,...,M             (12)                              
N

j h j

j

 


  

1

 (t )=  , s=1,2,...,L                 
N

j s j k

j

k a


  

       0 , 1,2,..., .j j N    

 
Note that the elements jz  , 1,2,...,j N are fixed, and the only unknowns are 

the numbers j , 1,2,...,j N . 

The procedure to construct a piecewise constant control function approximating 
the action of the optimal measure is based on the analysis (see [10]). 
 
4. Numerical examples 
 
In this section, we propose our method to obtain approximate solution of some 
Volterra integral equations. 
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Example 1. Consider the following  nonlinear Volterra integral equation in [0,1] 

with the analytical solution ( ) tx t e , 

2 2

0

1
( ) ( 1) ( ) , [0,1]

2

t
t tx t e e x s ds t     . 

In this example, we consider the set [0,1] [1, ] [1, ]J A U e e      .We divide 

the intervals ,J A and U into 10 equal subinterval and so 310N  .In the next 

step, we choose the points ( , , )j j j jz t x u from the set   and select 

1 1M  , 2 8M  and 10L  .So we have the following linear programming 

problem,  

1000
2 2

1

minimize j jt t

j j j

j

u e e x 


    

1000

1

subject to = 1                               j j

j

u e


  

1000

1

                     [2 .cos(2 ) sin(2 )] =0 , h=1,2,3,4.                              j j j j j

j

hx ht u ht   



1000

1

  [2 .cos(2 ) (1 cos(2 ))] =0 , h=5,6,7,8.                              j j j j j

j

hx ht u ht   


 

1 100( 1) 2 100( 1) 100 100( 1)... 0.1 , 1,2,...,10.i i i i             

0 , 1,2,...,1000.j j    

By solving this problem, we obtain , 1,2,...,1000j j   and then we find the 

approximate solution (.).x Graph of the approximate solution x(.) is shown in 

Fig.1. 
 

 

Fig 1. Approximate solution x(.) 

Example 2. We apply our method for the following nonlinear Volterra integral 
equation in [0,1]. The analytical solution of the following integral equation is 

( ) 0x t  . 
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0

( )
( )

1 ( )

t
s x s

x t ds
s x s


  , [0,1].t   

We consider the set [0,1] [ 1,1] [ 1,1]J A U        .We divide the intervals 

,J A and U into 10 equal subinterval and so 310N  .In the next step, we choose 

the points ( , , )j j j jz t x u from the set   and select 1 1M  , 2 8M  and 

10L  .So we have the following linear programming problem, 
 
 

1000

1

minimize
1

j j

j j

j j j

t x
u

t x





 

  

1000

1

subject to =0                               j j

j

u 


  

1000

1

                     [2 .cos(2 ) sin(2 )] =0 , h=1,2,3,4.                              j j j j j

j

hx ht u ht   


  

1000

1

  [2 .cos(2 ) (1 cos(2 ))] =0 , h=5,6,7,8.                              j j j j j

j

hx ht u ht   


 

1 100( 1) 2 100( 1) 100 100( 1)... 0.1 , 1,2,...,10.i i i i             

0 , 1,2,...,1000.j j    

Figure 2 represents the result for this example. 
 

Example 3. Consider the following integral equation with the exact solution 
( )x t t . 

2

0

1
( ) (2 ) 2 . ( ) ln(1 ) ( ( ) 2 ( ( ))) , [0,1] , (0) 0.

2

t

x t t t t arctg t t x s arctg x s ds t x         

 In this example, we consider the set [0,1] [0,1] [0,1]J A U      .The next 

step is similar to last examples. So we have the following linear programming 
problem 
 

1000

1

minimize (1 ) 2 ( ) 2 ( )j j j j j j

j

u t arctg t x arctg x 


      

1000

1

subject to =1                               j j

j

u 


  

1000

1

                     [2 .cos(2 ) sin(2 )] =0 , h=1,2,3,4.                              j j j j j

j

hx ht u ht   


  

1000

1

  [2 .cos(2 ) (1 cos(2 ))] =0 , h=5,6,7,8.                              j j j j j

j

hx ht u ht   


 

1 100( 1) 2 100( 1) 100 100( 1)... 0.1 , 1,2,...,10.i i i i             

0 , 1,2,...,1000.j j    

 
 
The approximate solution is shown in Fig.3. 
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     Fig 2. Approximate solution x(.)                Fig 3. Approximate solution x(.) 
 
 
5. Conclusion 
 
This paper presents a method to find the solution of a class of  nonlinear Volterra 
integral equations by an optimization method that is based on some principles of 
measure theory, functional analysis and linear programming.  In comparison to 
the other methods, this approach has some advantages. For example, this 
method is not iterative and it solves the problem directly, without need of any 
initial guess.  
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