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Abstract 
In this paper, a new video moving object tracking method is proposed. In initialization, a 
moving object selected by the user is segmented and the dominant color is extracted 
from the segmented target. In tracking step, a motion model is constructed to set the 
system model of adaptive Kalman filter firstly. Then, the dominant color of the moving 
object in HSI color space will be used as feature to detect the moving object in the 
consecutive video frames. The detected result is fed back as the measurement of 
adaptive Kalman filter and the estimate parameters of adaptive Kalman filter are 
adjusted by occlusion ratio adaptively. The proposed method has the robust ability to 
track the moving object in the consecutive frames under some kinds of real-world 
complex situations such as the moving object disappearing totally or partially due to 
occlusion by other ones, fast moving object, changing lighting, changing the direction 
and orientation of the moving object, and changing the velocity of moving object 
suddenly. The proposed method is an efficient video object tracking algorithm. 
 
Keywords: Adaptive Kalman filter, moving object, HSI color space. 
 
1. Introduction 
The researches for tracking semantic objects in video have received great attention for 
the last few years [1–26]. The moving object tracking is an important issue in video 
system, such as surveillance, sports reporting, video annotation, and traffic 
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management system. However, if the background and moving objects vary dynamically, 
such situations will be complicated. In video analysis, we have to know the features of 
moving objects, such as color, texture, and shape, etc., so that the moving object can be 
detected and be tracked. There are some situations for video in a real world 
environment, including camera lens is fixed or not, multiple moving objects, rigid object, 
or non-rigid object, occlusion by the other objects, one or many cameras, full automatic 
or semi-automatic semantic object tracking, etc. According to the above discussion, to 
conclude, we will encounter the following three problems for tracking moving object. 

 Initial moving object segmenting problem. 
 Detection of moving object. 
 Tracking the moving target in occlusion. 

In this paper, a semi-automatic method is used. In the environment of still background 
[3, 8] apply the difference information of two consecutive frames to extract the moving 
objects. 
For the sake of simplicity, most of methods assume that they are in the environment of 
still background in the initial state. About the detection of moving object, most of 
techniques base on the features of color, texture, shape, edge, motion, and shape. 
Generally, the color feature is frequently used [9, 14, 17, 20], since the human 
perception is sensitive to the color. However, the disadvantage of the single color 
feature for moving object detection is that it can only be used in the target object with 
uniformly distributed color. 
Jang and Choi [2] propose an active model to detect and track the moving object. 
However, the method [2] with the Kalman filter technique which predicts the detecting 
range to reduce the computational complexity can not be applied to solve the target in 
occlusion. 
in this paper, a simple and efficient method for tracking object using adaptive Kalman 
filter model is developed and its the robustness quality can be applied to a real-world 
environment. 
 
2. The proposed method 
In this paper, the initial moving object is selected by user. Because there may exist more 
than one moving objects in video, therefore the tracking target should be determined 
according to the user interested. After the selection, we initially segment the object in 
frame t by the difference of three consecutive frames, t-1, t, t+1, and then apply the 
region growing algorithm to segment the desired object. Afterwards, the dominant color 
feature of moving target is extracted from the RGB color space by K-means algorithm. 
After the initial moving object segmentation and feature extraction, to detect the 
moving object in consecutive frames, the HSI color model is used to build up the 
resistance to lighting changes, since its three components are relatively independently. 
In addition, we proposed an adaptive Kalman filtering algorithm to effectively track the 
moving object. The ratio of the moving object area in frame t to that in frame t-1 is used 
to as the object occlusion ratio .The occlusion ratio will be used to adaptively adjust the 
estimate parameters of the Kalman filter. Fig. 1 demonstrates the system structure. 
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Fig1: The system structure of the proposed method. 

 
 
2.1. Initial moving object segmentation and feature extraction 
The purpose of initial moving object segmentation is to segment the user’s interested 
target and extract the feature of the selected target. The traditional frame difference and 
region growing methods are applied to segment the moving object. 
 
2.1.1. Frame difference and region growing 
Frame difference is a simple method to segment the moving object in image video. After 
the user appoints a moving object as target, the target is segmented by the differences of 
frames in t-1, t, and t+1.It uses the difference of consecutive frames to detect the change 
area of frames.The differential frame can be defined as 

𝐹𝐷(𝑥, 𝑦, 𝑡) =  
 0   𝑖𝑓 𝑓 𝑥, 𝑦, 𝑡 + 1 − 𝑓(𝑥, 𝑦, 𝑡) ≤ 𝑡𝑟𝑒𝑠𝑜𝑙𝑑 ,          (1)  
1    𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                                                                             

  

 

 
Fig 2: An example of frame difference 

 

To improve the segmentation accuracy, three consecutive frames are used to segment 
the moving object. The segmented moving object is obtained through the intersect of 
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the two differences, FD(x, y, t-1) and FD(x, y, t), which are the differences between three 
consecutive frames. Therefore, the points of segmented moving object is defined as 

𝑀𝑅 𝑥, 𝑦, 𝑡 = 𝐹𝐷 𝑥, 𝑦, 𝑡 − 1 ∩ 𝐹𝐷 𝑥, 𝑦, 𝑡 .                                                                                   (2) 

Fig. 2 demonstrates an example using the frame difference method to segment the 
moving object. The complete detected moving object is extracted from the original 
image and is shown in Fig. 2d. 
 
2.1.2. Dominant color feature extraction 
To find the dominant color, we process feature extraction in the RGB color space. The 
RGB color space is represented by a 3-dimensional cube with red, green, and blue 
additive primaries. When color clustering by K-means method operates in RGB space, it 
can directly use identical weighting in every dimension to calculate, since the RGB color 
space forms a cube and the clustering does not need to consider the special property of 
every dimension. For example, the cyclic property of the hue component in HSI color 
space needs to be considered. Therefore, the RGB color space is very suitable for 
dominant color extraction. 
First, the moving object colors in RGB components are classified by K-means [27]. The K 
is experimentally set as 5. The color pixels of moving object are classified into different 
K groups by color and the average color of the every group in frame t is defined as MCk 
(t). If the group d is the highest density (minimum distance summation) one, the MCd (t) 
is set as the dominant color feature. The dominant color of the moving object in frame t 
is defined as 

DomC t =  𝑀𝐶𝑑 𝑡  min  
   x−x C k

 
2

+ y−y C k
 

2

 x ,y ϵC k

NC k

, k = 1, … ,5                             (3)                                                      

 
2.2. Tracking the moving object by the proposed adaptive Kalman filter 
For the tracking problem, if we have to estimate the motion information of object under 
such a deteriorating condition as occlusion, a simple detecting method will not be able 
to measure and track the moving object correctly. In the paper, we propose an adaptive 
Kalman filter to implement. In the proposed adaptive Kalman filter, a moving model is 
constructed to set the system state model and the result of the moving object detection 
in consecutive frames is fed back as the measurement for correction. In addition, the 
estimate parameters of Kalman filter are adjusted adaptively. 
 
2.2.1. The typical Kalman filter 
The Kalman filter has been used in engineering application successfully. The Kalman 
filter has two distinctive features. One is that its mathematical model is described in 
terms of state-space concepts. The other is that its solution is computed recursively. 
Usually, the Kalman filter is described by system state model and measurement model. 
The state-space model is described as 

𝑠 𝑡 = ö 𝑡 − 1 𝑠 𝑡 − 1 + 𝑤 𝑡                                                                                                         (4) 

The Measurement model is described as 

Z(t)=H(t) s(t)+v(t)                                                                                                                   (5) 
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Where O¨ (t-1) and H(t) are the state transition matrix and measurement matrix, 
respectively. The w(t) and v (t) are white Gaussian noise with zero mean and 

E{W(k)𝑊𝑇(l)}=Q𝛿𝑘𝑙 , 
E{V(k)𝑉𝑇(l)}=R𝛿𝑘𝑙 ,                                                                                                               (6)                                                                                                                 

where 𝛿𝑘𝑙  denotes the Kronecker delta function; Q and R are covariance matrices of w(t) 
and v(t), respectively.The state vector s(t) of the current time t is predicted from the 
previous estimate and the new measurement z(t). 
The tasks of the Kalman filter have two phases: prediction step and correction step. The 
prediction step is responsible for projecting forward the current state, obtaining a priori 
estimate of the state 𝑠−(t).The task of correction step is for the feedback. That is to say, 
it incorporates an actual measurement into the a priori estimate to obtain an improved 
a posteriori estimate  𝑠+(t).   
 
2.2.2. Motion model construction 

In Kalman filter algorithm, the system state model is applied in the prediction step. 
Before using the Kalman filter, the system state model has to be determined. In our 
system, the system state model is the moving model. Since the time of the frame interval 
is very short, it is assumed that the moving object is in uniform velocity within a frame 
interval. Therefore, the velocity of moving object can be replaced as system parameter 
by position. In addition, the moving distance in every interval is equal and is set as 

d(t)=d(t-1)+(d(t-1)-d(t-2))                                                                                                       (7) 

s(t)= ö(t-1)s(t-1)+w(t)= 
2 −1
1 0

  
𝑑(𝑡 − 1)
𝑑(𝑡 − 2)

 +  
𝑤(𝑡)

0
 , 

s(t)= 
𝑑 𝑡 

𝑑 𝑡 − 1 
 ,s(t-1)=  

𝑑 𝑡 − 1 

𝑑 𝑡 − 2 
  𝑎𝑛𝑑  

 ö 𝑡 =  
2 −1
1 0

                                                                                                                                  (8) 

 
2.2.3. Moving object detection in consecutive frames 

In this stage, the position of the moving object in consecutive frame will be detected. 
Once the dominant color feature in RGB color space is obtained, the color feature is 
converted from RGB color space to HIS color system, and then a color matching function 
is used to measure the area of the moving object. The main reason for using HSI color 
space is to increase tolerance toward light changes in video, The matching function for 
detection is written as 
𝐻𝑆𝐼𝑀𝑎𝑡𝑐h𝑖𝑛𝑔(𝑟𝑒𝑓, 𝑐𝑢𝑟)

=

 
 

 
   1                                                                                              𝑟𝑒𝑓_𝐻 − 𝑐𝑢𝑟_𝐻 < 𝑡_𝐻,

                                                                                        𝑖𝑓   𝑟𝑒𝑓_𝑆 − 𝑐𝑢𝑟_𝑆 < 𝑡_𝑆,

                                                                                             𝑟𝑒𝑓_𝐼 − 𝑐𝑢𝑟_𝐼 < 𝑡_𝐼

 0                   𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                                                (9)                                                     

  

where ref is the HSI dominant color in previous frame and cur is image pixels of search 
range in current frame.The search range depends on the matched object of previous 
frame. The th_H, th_S, and th_I are the thresholds for matching. In HSI color space, its 
three components (hue, saturation, and intensity) are relatively independent, therefore, 
in Eq. (9), the comparisons are made separately. If all of the three components are less 
than their thresholds, then the pixel is in the target object. Otherwise, it is the 
background. In Fig. 3, we use an image to evaluate the HSI matching function. The three 
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components of dominant color in HSI color space are H = 3.24, S = 0.05, and I = 0.89. In 
addition, the thresholds are set as th_H = 1.05, th_S = 0.5, and th_I = 0.5. Note that the 
illumination in Figs. 3a and c are different. The results are shown in Figs. 3b and d, 
respectively. Although the HSI matching function cannot segment the moving object 
completely, the result is good enough to represent the object area. 
 

 
Fig3: The experimental results of HSI color matching method. The illumination in (a) 

and (c) are different. 
 
In addition, to represent the position of the object, we have to find the center of the 
matched object area.We use a rectangle to represent the moving object’s area and the 
rectangle is the minimum one to cover the moving object completely. Then, the center 

will be(cx,cy) = (
left +right

2
,

top +bottom

2
) ,where (left, top) and (right, bottom) are the 

rectangle’s corner positions at left upper and right lower corners, respectively. The 
rectangle area will be extended some pixels as the search range of the next frame. The 
left upper and right lower corner positions of search range, (search_left, search_top) and 
(search_right, search_bottom), respectively. They are defined as 
 
Search_left=(pre_left-(d(t-1)-d(t-2))),  
Search_top=(pre_top- (d(t-1)-d(t-2))), 
Search_right=(pre_right+(d(t-1)-d(t-2))), 
Search_bottom=(pre_bottom+(d(t-1)-d(t-2))),                                                                     (10)       

Where the prefix pre-represents the previous frame. The d(t - 1) and d(t - 2) are the 
object moving distances in frame t - 1 and t - 2, respectively. That is to say, the search 
range considers the object’s moving speed. The center of search range is located at the 
predicted position of adaptive Kalman filter. The Fig. 4 shows the structure of moving 
object detection using color matching method in HSI color space. 
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Fig4: The structure of moving object detection. 

 
In Figure 5 an example of the results of the proposed method on a sequence of 
consecutive frames is provided.at first by the Kalman filter, the coordinates of the 
moving object center is estimated then dominant color is searched in the around  of 
coordinates is estimated. 
 

 
Fig5: The experimental results of moving object 

 
In Figure 6 an example of the results of the proposed method on a sequence of 
consecutive frames is provided.The example is shown that the proposed method  in 
conditions such as changing velocity and direction works well. 

 
Fig6: The experimental results of moving object with changing direction and velocity. 
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3. Conclusion 

In this paper, an effective adaptive Kalman filter is proposed to track the moving object. 
In the proposed adaptive Kalman filter, the occlusion rate is used to adjust the error 
covariance of Kalman filter adaptively. The method can track the moving object in real-
time. It successfully estimates the object’s position in some kinds of real-world 
situations such as the fast moving object, partial occlusion, long-lasting occlusion, 
changing lighting, changing the direction and orientation of the moving object, and 
changing the velocity of moving object suddenly. Furthermore, to consider the 
situations of tracking multiple objects, every one of multiple objects can be set an 
adaptive Kalman filter to track it. Since the processing time using the proposed method 
to track the single object is short,therefore, the systems implemented by the proposed 
method can afford to track multiple objects in real time. 
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