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Abstract

In this paper, the controllability of a class of fractional differential evolution equations with nonlocal conditions is investi-
gated. Sufficient conditions which guarantee the controllability of fractional differential evolution equations are obtained. The
method used is the contraction mapping principle and Krasnoselskii theorem. A fractional distributed parameter control system
is provided to illustrate the applications of our results. (©2017 All rights reserved.
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1. Introduction

Fractional calculus is an area having a long history whose infancy dates back to three hundred years.
Later on, with the development of computer technology and fractional calculus theory, fractional differ-
ential equations have numerous applications in natural sciences and engineering. For instance, fractional
differential equations with nonlocal conditions are often used for modeling various phenomena arising
in control, electrochemistry, viscoelasticity, and electromagnetics.

During the past few years, a great deal of interest in existence of solutions to various classes of
fractional differential and difference equations has been shown. We refer the reader to the papers [1-
11, 14-17] and the references cited therein. In particular, many authors investigated the existence of
mild solutions of fractional differential equations in Banach space by semigroup techniques and fixed
point theorems; see, e.g., the papers [4, 5, 7, 9-11, 14, 16, 17]. Thereinto, Shu and Wang [14] studied
the existence and uniqueness of mild solutions for a differential equation with nonlocal conditions in a
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Banach space X

t

CDf‘u(t) = Au(t) + f(t,u(t)) + Jo q(t—s)g(s,u(s))ds, tel0,TI, (1.1)

u(0)+mu)=ug X, u'(0)+nu) =u €X,

where D is Caputo’s fractional derivative of order 1 < « < 2, A : D(A) C X — X is a sectorial operator
of type (M, 0, x, 1), f,g : [0,T] x X — X are continuous functions, and nonlocal maps m, n : X — X are
continuous. The method relies on the fixed point theorems and solution operator theorems. By introduc-
ing solution operators, the authors gave a reasonable definition of mild solutions, and they also provided
estimates on solution operators which will be needed to study the existence results. Because of the com-
plexity, the analysis of distributed parameter systems is difficult. It is well known that controllability and
observability are important for the analysis and design of distributed parameter systems. Under certain
assumptions, partial differential equations can be written to ordinary differential equations in a functional
space. More precisely, the controllability problem for distributed parameter systems can be transformed
into that of lumped parameter systems; see Sakthivel et al. [12, 13].

Inspired by the previous papers and many known results reported in [12-14], we study controllability
of a class of fractional differential evolution equations with nonlocal conditions

CDf‘x(t) =Ax(t)+f <t,x(t),Jt h(t, s,x(s))ds> +Bu(t), tel=I0,b],
0

x(0)+g1(x) =x0€X, x'(0)+g2(x) =x{ €X,

(1.2)

where CD{" is Caputo’s fractional derivative of order 1 < « <2, A : D(A) C X — X is a sectorial operator
of type (M, 0, &, ), f: Ix X x X — Xand h: A x X — X are continuous functions, A = {(t,s) € Ix[,0 <
t <'s < b}, nonlocal maps g1, g2 : X — X are continuous, B : U — X is a bounded linear operator, control
function u(-) € [%(1,U), U is a Banach space, and X is a Banach space endowed with the norm || - .

Equation (1.2) has a more general form than equation (1.1). Nonlocal conditions x(0) + g1(x) = xo
and x’(0) + g2(x) = x( are more realistic than the local ones in treating physical problems. The problem
considered in this paper has a strong physical background; see, for instance, fractional integrodifferential
equations appeared in the study of dynamical systems when the controlled systems are described by
fractional equations.

The remainder of this paper is organized as follows. In Section 2, we present some necessary defini-
tions and lemma that will be used to prove our main results, and we also introduce a suitable definition
of mild solution of fractional evolution equation (1.2). The main results are given in Section 3. Finally, in
Section 4, an example is provided to demonstrate the effectiveness of our results.

2. Preliminaries

We need the following basic definitions and properties from the fractional calculus.

Definition 2.1. The fractional integral of order y with the lower limit zero for a function f is defined as

IVf(t) = l“(ly) E(t— s)Y " f(s)ds, t>0, y>0,

provided that the right side is point-wise defined on [0, +c0), where I'(-) is the gamma function.

Definition 2.2. The Caputo derivative of the order y for a function f € C™[0, c0) is defined by

1 t
CDYf(t) = J t—s)" Y M (g)as=1"""fM (), t>0, n—1<y<n.
Fm—vy) Jo
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Remark 2.3. If f is an abstract function with values in X, then integrals which appear in Definitions 2.1
and 2.2 are taken in Bochner’s sense.

Definition 2.4 ([14]). Let A : D(A) € X — X be a closed linear operator. A is said to be a sectorial
operator of type (M, 6, «, u) if there exist 0 < 6 < /2, M > 0, and pn € R such that the x-resolvent of A
exists outside the sector

w+Se ={u+A*: A e C,|Arg(—A%)| < 0}

and
M

|}\oc _

A T—A)! < MRS

Compared with the fractional differential equation (1.1), we introduce a reasonable concept of mild
solutions for fractional evolution system (1.2) which describes a more general form. In what follows, we
use the notation (Hx)( fo (t,s,x(s))ds, unless mentioned otherwise.

Lemma 2.5. Let A be a sectorial operator of type (M, 0, «, ). If f satisfies a uniform Holder condition with
exponent (3 € (0,1], then the mild solutions of (1.2) are fixed points of the operator equation

t
(Qx)(t) = 8a(t) (x0 — g1(x)) + K (t)(xg — g2(x)) + JO Ta(t —s)[f(s, x(s), (Hx](s)) + Bu(s)lds,

where .
J eMACTIR(AY, A) AN, Ko (t) =

Soc(t) = i
(&4

1 Aty x—2
- R &
5 L MACZR(AX, A)dA,

and .
Te(t) = J eMR(AX, A)dA
2mi .
with ¢ being a suitable path such that A* ¢ w+ Sg for A € c.

The proof of Lemma 2.5 is similar to that of [14, Theorems 3.1 and 3.2]. For more details about sectorial
operators of type (M, 6, x, 1u), one can refer to [14]. On the basis of the estimates on 84(t), K«(t), and
T« (t) (see [14, Theorems 3.3 and 3.4] for details), it is not difficult to see that S4(t), K«(t), and T4 (t) have
the following results which will be used later.

Proposition 2.6. Operators S« (t), K (t), and T (t) have the following properties:
(1) there exists a constant My > 0 such that

sup |8« (1) < My, sup [ Ka(t)]] < My, sup [Ta(t)] < M;
tel tel tel

2) for all € > 0and t1,ty € (0, bl, there exists a constant & > 0 such that for [t —ta| <9,

18ac(t1) = Sa(t2)| <€, [[Kalti) —Kalt2) <€, [[Taltr) = Talt2)] < €

Definition 2.7. System (1.2) is said to be controllable on interval [0, b] if, for every xq, yo € D(A), there
exists a control u € L2(I, U) such that a mild solution x of (1.2) satisfies x(b) + g1(x) = yo.

Theorem 2.8 (Krasnoselskii theorem). Assume that D is a closed convex and nonempty subset of a Banach space
X. Let Qq and Q3 be two operators such that

(1) Q1x1 + Qaxz € D whenever x1,x2 € D;
(2) Qq is a contraction mapping;
(3) Qg is compact and continuous.

Then there exists a z € D such that z = Q1z+ Qzz.
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3. Main results
In order to demonstrate the main results, we list the following reasonable hypotheses.
(Hy) For any uj,up,vi, vy € X, there exist three functions py, pp, vi € L(I, R™) such that
[t ur, v1) = F(t, uz, v2) || < pa(t)[Jur —uaf| + pa(t)[[vi — vo|

and [|h(t,s,u1) —h(t, s, w)|| < vi(t)[[ug —uy|.

(H2) 91,92 : X — D(A) are continuous. For any uy, u; € X, there exist two constants Ny and N; such that
[g1(u1) — g1(u2)[| < Niflus —uz[| and [[g2(u1) — g2(u2)|| < Naflug —uzl|.

(Hz) The linear operator W from L2(I,U) into X defined by Wu = fg To(b —s)Bu(s)ds induces an
invertible operator W~ defined on [2(I,U)/KerW, and there exists a constant K > 0 such that
IBW-|| < K.

(Hs4) For any k > 0, there exists a function py € L(I, R™) such that SUp|y| <k IIf(t, %, (Hx))|| < ke (t).

Theorem 3.1. Suppose that hypotheses (Hy)-(Hsz) hold. Then system (1.2) is controllable on 1 provided that

L—KN
2 LiMilb <1, 3.1)
where
b b b
L = KNj + KM;N; + KM N, + KM;4 <J w1 (s)ds +J wo(s)ds x J vl(s)ds> . (3.2)
0 0 0

Proof. Using (H3), for an arbitrary function x(-), we define the control u and operator Q : C(I, X) — C(I, X)
by
b

Yo — 91(x) —8a(b)(x0 — g1(x)) — Ku(b) (x5 — g2(x)) — JO Ta(b—s)f(s,x(s), (Hx])(s))ds

u(t) =w- (1)

and

t
(Qx)(t) = 8u(t)(xo — g1(x)) + Ka(t)(xg — ga(x)) +J Ta(t—s)[f(s, x(s), (Hx)(s)) + Bu(s)lds,

respectively. For any x1,x; € C(I,X), by (H;)—(Hz) and (3.(;), we get
IBus (£) = Buz(t)]] < | BW [yo— g10x) = Sa(b)(x0 — g1(x1))
— Kae(0)(x§ = 92(x1)) —Job Talb—s)f(s,1(s), (Hxa)(s))ds] (1)
—BW [yo — g1(x2) — 8a(b) (x0 — 1 (x2))
— K (1) (% — g2(2)) —J; Talb = )f(s, %2(s), (Hxz)(s))ds] (1)
< Kllg1(x1) = g1 0x2) | + KMullg1 (x1) — g1 (x2)[| + KM [[g2(x1) — g2(x2)|

b b
+ KM, L i (s)[|x1 —x2l|ds + KMy JO a2 (s) || (Hxq)(s) — (Hx2)(s)||ds

< (KNp + KM Nj + KMiNy)|[xg —x2|

b b b
+ KM, <J0 pl(s)ds—kL wy(s)ds x Jo vﬂs)ds) Ix1 —x2|

< L —x2|
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and

[1(Qx1)(t) — (Qx2)(t)]]

t
< ‘ St) (X0 — 91(x1)) + K1) () — g2x2) +L T (t = $)[F(s,%1(s), (Hx1)(s)) + Bug (s)]ds
t
—8alt)(x0— g1 (x2)) — K (1) (x) — G2(x2)) —JO Tt — ) (s, %2(s), (Hx2) (s)) + Bua(s)]ds
< <L_5N1 +M1Lb> o

By virtue of (3.1), the operator Q is a contraction mapping, and so Q has a fixed point. It follows from
(H3) that the fixed point is a mild solution of control problem (1.2) and x(b) + g1(x) = yo. Therefore,
system (1.2) is controllable on I. O]

Theorem 3.2. Let hypotheses (Ha)—(Hy) be satisfied and suppose that
M1(N1+Ny) <1 (3.3)

and
M (Jixoll + x|+ Nav + g1 (0)]| + Nar + | 2(0)1])

+ leK(HUoH + Niv + {91 (0)]] + Ma|[xol + M1N17 + M| g1 (0) ]| + M x| (3.4)

b
+ My Nor 4+ My |g2(0)]| + My J r(s)ds) <
0
for some constant v > 0. Then system (1.2) is controllable on 1.

Proof. Set By ={x € X : ||x|| < r}. For x € B, define the operator Q = Q1 + Q2, where
(Qux)(t) = 8u(t)(x0 — g1(x)) + Ka(t) (x5 — g2 (x))

and
t

(Q2x)(t) = L Tt —s)[f(s,x(s), (Hx)(s)) + Bu(s)lds.

Then
1(Q1¥) (B)]| < Millxo — g1(x) Il + Millxg — g2(x) || < Ma([[xol| + [[xgll +N17 + [|g1(0)]| + Nar +[|g2(0) )

and
t

ds + My J [IBu(s)|lds
0

rt

f (s,y(s),r h(s,wm)dT)
0 0

rt t

<M | r(s)ds+ My | Buts)jas
- 0 (3.5)

<My . r(s)ds + bM1K<||y0|| + N1+ [[g1(0)]| + My |[xoll + MiN17T+ M| g1 (0) |

b
+ Myl MiNar Ma g2l + My | ir(s)ds).

Using (3.4), we deduce that [|(Q1x)(t) + (Q2y)(t)|| < r. That is, for any x,y € By, Q1x + Qoy € B,. Next,
for any x,y € B;, we have

1(Q1x)(t) — (Quy) (]| < [I8a () (X0 — g1(x)) + K1) (x5 — g2(x)) — 8 (t) (X0 — g1 (y)) — K1) (xg — G2(y)) |

<
< Mullg1(y) — g1(¥)[| + M1l|g2(y) — g2 (%)
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Millg1(y) — g1 (x)[| + M1|g2(y) — g2(x)]|
M1N1|ly — x| + M1Na[[y —x||
= M;(N1+N2)|ly —x]|.

<
<

It follows from (3.3) that Q; is a contraction mapping.
Let {xn}?°_; be a sequence in B;, x € By, and xn — x (n — o0). Noting that f is continuous on
I x X x X, we get
f(s,xn(s), (Hxn)(s)) = f(s,x(s), (Hx)(s)), n — oco. (3.6)

For all t € [0, b], we obtain

Jt Ta(t = s)[f(s,xn(s), (Hxn)(s))ds + Bun(s)]ds
0

1(Qaxn ) (t) — (Q2x) (1) ]| <

— Jt Tt —s)[f(s,x(s), (Hx)(s))ds + Bu(s)lds|| .
0

Define u as in Theorem 3.1. Then

|(Bun)(6) = (B (1) < [[BW[yo — g1(xn) — Sa(b)(x0 — g1(xn)) — Ka(b)(X§ — G2 xn)
b

=, Tal®)f(s xn(s), (Fxn)(s))ds | (1)

—BW™[yo— 1(x) — Sa(0) (x0 — 91(6)) — Kae(0) (6 — g2(x))
rb

_ Ta(b)f(s,x(s),(Hx)(s))ds}(t)”
JO

< Kllg1(x) = g1(xn) | + K[[Sa(b)g1(x) — 84 (b) g1 (xn )]
+ K[| K (b)g2(x) = Ko (b)g2(xn )|

b
+ KL To(b—s)[[f(s,x(s), (Hx)(s)) — f(s, xn(s), (Hxn)(s))[|ds
< KN1||Xn —XH + KMlNlHXn — XH + KM1N2||Xn —XH

b
+ KM, JO [[£(s,x(s), (Hx)(s)) — (s, xn(s), (Hxn)(s))[/ds.

By (3.6) and the Lebesgue dominated convergence theorem, it is easy to see that

[(Qaxn)(t) — (Qx)(t)|| = 0, m — oo.

Thus we conclude that Q is continuous. In order to present the compactness of Q», we prove that
{(Q2x)(t) : x € By} is relatively compact for all t € I and uniformly bounded, respectively. It follows from
(3.5) that ||(Q2x)(t)|| < C, where C is a constant. For 0 < t; < t, < b, we obtain

1(Q2x)(t1) — (Q2x) (t2) || = J 2 Ta(t1 — s)[f(s,x(s), (Hx)(s)) + Bu(s)]ds

0

t
+J Tty — 8)[F(s, x(s), (Hx)(s)) + Bu(s)lds
1%)

1%
—J T (ta — 8)[F(s, x(s), (Hx)(s)) + Bu(s)]ds
0

1%)
< L 1Tty — 5) — Tu(ta — 8) (5, x(s), (HX)(s)) + Bu(s)||ds
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t
+J | To(t1 —s)||||f(s, x(s), (Hx)(s)) + Bu(s)||ds

1)
<L+ 1y,
where t
L= L |Ta(tr — 8) — T (t2 — s)[|[[F(s, x(s), (Hx)(s)) + Bu(s) ds
and

I =J [ Talts — )5, %(s), (Hx)(s)) + Bu(s) | ds.

t2
Noting that the continuity of the function t — ||T«(t)|| for t € (0, b], we have lim¢, ¢, I; = 0. Hence, by
the Arzela—Ascoli theorem, Q; is compact. Then Definition 2.7 and Theorem 2.8 allow us to conclude that
(1.2) is controllable on I. O

4. Example

In order to demonstrate applications of our main results obtained in Section 3, we consider the fol-
lowing fractional order distributed parameter control system

0%u(t,x) %u(t, x) t
TR +f t,u(t,x),JO h(t,s,u(s,x))ds | + Bu(t,x),

u(t,0) =u(t,m) =0, u'(t,0)=u'(t,7) =0, 4.1)

k
u(t,0)+ ) au(ty,x) =ug(x), w'(t,0)+crufty,x) =u(x),
i=1
wheret € I = [0,b], t; € (0,b),1=1,2,...,k,x € [0,1],1 < a < 2,and B : U — X is a bounded linear
operator. Let X = [%([0,7t]) and define the operator A : D(A) € X — X by

du 92
Alu) = 2% D(A):{uex,a‘:,a;z‘ex}.

Obviously, A is densely defined in X and is the infinitesimal generator of a resolvent family {T«(t)}¢>0 on
X. For u,v € C(I, X), define

fult, x| 1 J e2s
f(t,u, Hu) = + ds,
( )= eI+t ) T 10+ et Jy 292+ [uis,x)
v(t,x)| 1 Jt e2s
f(t,v, Hv) = + ds,
(v ) = e+ oD T 10+ et Jo 293+ v(sx)

k
g1(W)(x) =) a;u(t,x), and ga(uw)(x) = crufty,x).
i=1

Then we conclude that fractional integrodifferential equation (1.2) serves as an abstract formulation of
fractional distributed parameter control system (4.1),

1 lu(t, x)| v(t, x|
f(t,u, Hu) — f(t,v, Hv)|| < -
It w, Hw) = f(t, v, W)l < o5 T+ (X 1+ M%)
1 t 2s t 2s
+ n J ‘ ds—J —— _ds
10+et ||Jo 2v2 + u(s,x)| 0 2v2 + [v(s, x)|

1 1
< llu=v] + 15 Hu—Hv,
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and

eZt 2b

! & vl < & u—v
8 =8 )

1
h(t,s,u) —h(t,s,v)|| < e** _ H <
| H 2V2 + [ult,x)|  2v2+v(t, )|

Hence, we can choose (t) = 1/6, ua(t) = 1/10, vi(t) = €2*/8, Ny = Y ¥, a;, and Ny = ¢;. Assume
now that (H3) holds. With the choices of b, K, and M;, inequality (3.1) can be satisfied. Therefore, by
Theorem 3.1, system (1.2) is controllable on I, and thus fractional distributed parameter control system
(4.1) is controllable on I.
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