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Abstract 
 

 Bi-level programming is a tool for modeling decentralized decisions that consists of the objective of the 

leader at its first level and that of the follower at the second level. This paper deals with general bi-level 

optimization problems with multiple objectives at the lower level of decision making. We present Particle 

swarm optimization (PSO) algorithm for solving this problem. Also, two numerical examples are given to 

illustrate efficiency of the proposed algorithm. 

 

Keywords:  Bi-level optimization, Multi objective optimization, Particle Swarm Optimization. 

1. Introduction 

 The bi-level programming problem is an optimization problem in which the constraints are implicitly 

determined by another optimization problem. In other words, it is a hierarchical optimization problem 

consisting of two levels. At the upper level, the decision maker (leader) has to choose first a strategy 

    and then lower level decision maker (follower) has to select a strategy    that minimizes its own 

objective function parameterized by  . Anticipating the reaction of the follower, the leader intends to 

find such values forits variables which together with the follower's reaction minimize its objective 

function. 

General bi-level problems can be formulated as 
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                   Are the variables controlled by the first level and second level decision makers, 

respectively       define the common constraint region and                             Due to 

their structure, bi-level programming problems are no convex and quite difficult to deal with. For an 

extensive bibliography the reader can refer to Demp (2003), Vicene and Calamai(1994). 

  In this study, we are concerned with bilevel programming problems where the lower level  is a 

multiobjective optimization problem (BPMLO). Bi-level problems with multiple objectives at the lower 

level have been considered in the literature by Bonnel [3] that provides first order necessary conditions 

for the solution of the bilevel problem when dealing with weakly efficient and properly efficient solution 

of the lower level. Calvete and Gale [6] proved that the feasible region consists of faces of the polyhedron 

defined by the constraints. Then, by assuming that the upper level objective function is quasi concave, 

concluded that feasible region of this problem consists of faces of the polyhedron define by the constraints 

and there is an extreme point of this polyhedron which solves the problem. Finally, based on this 

property, two algorithm have presented for solving the problem. Particle swarm optimization (PSO) is an 

optimization algorithm proposed by Kennedy and Eberhart in 1995[12]. It is a relatively novel heuristic 

algorithm inspired by the choreography of a bird flock, which has been found to be quite successful in a 

wide variety of optimization tasks [11]. Due to its high speed of convergence and relative simplicity, the 

PSO algorithm has been employed by many researchers for solving bi-level linear 

programming problems. In this paper, a PSO algorithm is presented for solving BPMLO by focused on 

decreasing computational time. 

  The rest of the paper is organized as follows: In section 2, the problem formulation is provided. The 

proposed algorithm for solving bilevel programming with multiple linear objective functions at lower 

level is presented in section 3. In section 4, some numerical examples are given to demonstrate the 

proposed algorithm, while the conclusion is reached in section 5. 

 

2 Bi-level programming with multiple linear objective functions at lower level 

 The bi-level programming with multiple linear objective functions at lower level problem can be 

formulated as: 

              ‚    

       
                                                                                    

     

where     solves 
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                 are the vector of variables which controlled by the leader and follower 

respectively.                                      
     

     
  are matrices of suitable 

dimensions. Also, we introduce the following sets: 

                     
         

      
                  

                                       

                      
             

                      
      

             

                 
         

          

 We assume T is a nonempty polyhedral. We also assume that the upper level objective function is 

continuous. In a multiobjective programming problem, several objective function have to minimized 

simultaneously. Usually, there is no single point will minimized all objective functions given at once. 

Therefore, we use the concept of efficiently or Pareto optimality. We recall that a lower level feasible 

solution          is an efficient solution of the lower level, if there is no           such 

that                            and            for some             For linear multiobjective problem 

at the lower level, we show by       is the set of all pareto optimal points. Assuming that the set       is 

nonempty and compact       is connected and consists of union of maximally efficient faces of       
[6]. A face of       is called an efficient face if and only if it contains efficient solution in its relative 

interior. The feasible region of the BPMLO, called the inducible region      is defined by    
                                         A point of the region IR is called a bilevel feasible 

solution. A point    
    

    is an optimal solution of the BPMLO, if    
    

   be the optimal solution of the 

following problem: 

 

                

      

                  

 

 We consider the following definition and theorems [6]. 

 Definition 2.1. Consider a face FT of the polyhedron T.   is called a bilevel face if         that is to 

say, all its points be bilevel feasible solutions. 

 Theorem 2.1 If the region of IR is nonempty, the BPMLO has an optimal solution, the proofs can be 

found in[6].  

Theorem 2.2 A face FT of the polyhedron T is a bilevel face if and only if it has a bilevel feasible 

solution ),( 21 xx  in its relative interior. 

 Theorem 2.3 The region of IR consists of the union of faces of polyhedron T. 

 Theorem 2.4 Assuming that               a quasiconcave function, there exits an extreme point of the 

polyhedron T which is an optimal solution of the BPMLO. 
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3. A Particle Swarm optimization for solving BPMLO 

 The bilevel multiobjective programming (BLMOP) has seldom been studied. A number of interactive 

algorithm for BLMOP are presented [1,13,14,16]. Calvete and Cale in [6] proposed the k-best and genetic 

algorithm for BPMLO, they solved test problems with genetic algorithm by focus on four factors: the 

probabilities of crossover and mutation, the population size and the number of iteration. By the review the 

results, we conclude that, the computation time increases rapidly when population size and number of 

iterations increase. In most cases PSO is more effective than traditional algorithms [13]. There is a great 

distinction between PSO and genetic algorithms. In genetic algorithms, chromosomes share the 

information, which causes the whole community moves gradually into a better area, while in PSO the 

information is sent out by the best particle which is followed by other individuals to quickly converge to a 

point. 

  In view of the mentioned reason, we propose the PSO algorithm for solving BPMLO by focus on 

decreasing number of generation for uPSO  and lPSO , so reducing the computation time uPSO  and 

lPSO  respectively are PSO algorithms for upper and lower level bilevel programming. First, the 

algorithm initializes a particle swarm in the dominant vectors space. Then, the PSO directs the sight of 

swarm in the dominant vectors space together with each objective function in multi objective optimization 

problem, which causes the swarm to fall into the Pareto Optimal Set of the lower level program. As 

mentioned in section 2, PSO, inspired by the swarming behavior of animals as bird coking, was 

introduced by Kennedy and Eberhart (1995). 

  A particle swarm is a population of particles, where each particle is a moving object that is through the 

search space and is attracted to previously visited locations with high fitness. In contrast to the individuals 

in evolutionary computation, particles neither reproduce nor get replaced by other particles. Suppose 

particle swarm include N particles                    and                    denote the location and 

velocity of particle i respectively in n-dimensional search space,                  denote local optimal 

location of each particle        ,                   denote global optimal location of all particles 

(gbest). 

  Velocity update formula of each particle is: 

                                                                                       

                      

Where, t is the number of iteration,           speeding figure, regulating the length when flying to the 

most particle of the whole swarm and to the most optimist individual particle, w is inertia 

weight,       and       are two independent random number ranged from 0 to 1. 

  After updating particle velocity, use the following formula to update the location of each particle: 

                                                                                                                                               

              and                            

 Then compare new location of each particle with objective value of local optimal location, If the new 

location is better than the local optimal location,         is updated for the new location, else maintain the 

original value of          unchanged. Update          according to the new global optimum solution of 

particle swarm, and continue the evolution of next generation. After a certain number of evolutionary 
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computations by PSO, the particle swarm converges to the global optimum solution, so obtain a global 

optimal objective value. 

The Algorithm 

 Step    Set up parameters, including       the number of iterations the algorithm            the 

number of iterations the algorithm       the number of particles         the number of maximum 

generations         inertial weight(w), two acceleration coefficient     and      Two random variables, 

      and        are in the interval [0; 1]. 

Step1: Generate upper         variables       randomly. 

Step 2: Solve the lower level problem: 

Substep 2.1: Generate lower level variables       randomly. 

Substep 2.2: Set n: = 1. 

Substep 2.3: Solve the lower level problem with given   from step 1. 

In order to check if                 or not, we use the approach by Benson [4] and check if the optimal 

objective value of following problem is zero: 

 

             

 

   

 

                                                                         

      

                          
         

     

     

           …      

 

 

Substep 2.4: Use lPSO  for improving the variable     

Substep 2.5: Check if            go to 2.6, otherwise go to 2.7. 

Substep 2.6: Set n: = n + 1 and go to 2.3. 

Substep 2.7: Set   
  as the optimal solution of problem (3.3) and go to step3  

Step 3: Solve the following problem: 
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        3.1: Generate upper level variable ix1 , randomly. 

Substep 3.2: Set n: = 1. 

Substep 3.3: Solve the upper level problem with give n  
  from step 2.  

Substep 3.4: Improve the variables with       

Substep3.5: If          go to 3.6, otherwise go to 3.7. 

Substep 3.6: Set n: = n + 1 and go to 3.3. 

Substep 3.7: Set   
  as the optimal solution of problem (3.5). 

Step 4:    
     

   can be considered as optimal solution for BPMLO. 

 

4. Numerical Examples 

 In this section, two examples will be considered to illustrate the efficiency of the proposed algorithm. All 

results presented in this paper have been obtained on a personal computer with a Pentium (4)2.53 GHz 

processor. The codes have been written in Matlab 7.12. The PSO parameters for these examples are set as 

follows: 

The swarm size are set to 25, The number of maximum generations, T size is set to 50, acceleration 

coefficient                              inertia weight          where                    
                                                                  . 

 

Examples 4.1 consider the following problem: 
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 This example is taken from [2]. By using proposed algorithm the optimal solution is achieved in fewer       

than 4 seconds. Also, we observed that increasing the number of iterations and especially increasing the 

number of population size does not have a large impact on time. Figure 1 shows the value of F with 

generation. As showed in Figure 1, algorithm converges to exact solution relatively fast. 

For this problem, we have             and then               
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Figure 1: Value of F with generation of problem 4.1 

 

 From figure 1 it is obvious that the obtained solution by the proposed PSO algorithm is exactly the same 

answer in [2] which obtained in shorter time. 

 

Example 4.2 Consider the following problem: 

 

   
   

                

                

      

      

         

        

 

 

 This problem is taken from [6]. In this problem, we have increased the dimension of the variable vector 

by adding a variable. Bot  points (1  0  2) and (3  0  0) are optimal solutions of the BPMLO and F(1  0  

2) = (3  0  0) = 3. As before noted, an extreme point of the constraint region solves the problem. Figure 2 

shows the value of F with generation. In this problem, algorithm converges to exact solution in initial 

iteration too. 
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Figure 2: Value of F with generation of problem 4.2 

 

From Figure 2 it is obvious that the obtained solution by the proposed PSO algorithm is exactly the same 

answer in [6]. 

 

5. Conclusion 

In this paper we have interested in general bilevel problems with multiple objectives at the lower level, 

when all objective functions are linear and constraints at both levels define polyhedral. Meta heuristic 

methods are presented for reducing computational complexity. These algorithms are efficient to solve 

BPMLO, which is an NP-hard problem. We apply PSO algorithm to solving BPMLO. The experimental 

results illustrate that, obtained solutions by this algorithm are very close to the theoretical solution with a 

shorter time. 
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