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Abstract 
Fuzzy pattern trees induction was recently introduced as a novel machine 

learning method for classification. Roughly speaking, a pattern tree is a 

hierarchical, tree-like structure, whose inner nodes are marked with generalized 

fuzzy logical or arithmetic operators and whose leaf nodes are associated with 

fuzzy predicates on input attributes. Operators perform an important role in 

fuzzy pattern trees. These operators include arithmetic and logical operators. 

Unlike arithmetic operators,logical operators that were used in these trees are not 

parameterized. As arithmetic operators, we can choose weighted arithmetic 

mean and ordered weighted arithmetic mean. There are several families which 

contain the standard triangular norms and conorms as special cases. This way, 

we would implicitly select from an infinite number of operators, just like in the 

case of arithmetic operators.  We develop this algorithm by proposing a method 

to using parameterized logical operators and tuning their parameters by 

imperialist competitive algorithm. In experimental studies, we compare our 

method to previous version of algorithm, showing that our method is 

significantly outperformsthe previous method in terms of predictive accuracy 

andflexibilityin operator selection. 

 

Keywords: machine learning, classification, fuzzy operators, parameter tuning 

 

1. Introduction 

 
Fuzzy pattern tree (FPT) induction was recently introduced as a novel machine learning method for 

classification by Huang et al[1]. Independently, the same type of model structure was proposed in 

[2]under the name „„fuzzy operator tree‟‟. An alternative to the original algorithm for learning pattern 

trees, as proposed in [3], was developed by Senge and Hüllermeier. Besides, an FPT variant for 
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regression was introduced in [4]. Roughly speaking, a fuzzy pattern tree is a hierarchical, tree-like 

structure, whose inner nodes are marked with generalized (fuzzy) logical and arithmetic operators. It 

implements a recursive function that maps a combination of attribute values, entered in the leaf nodes, 

to a number in the unit interval, produced as an output by the root of the tree. The model class of 

fuzzy pattern trees is interesting for several reasons. Apart from some properties that make it 

appealing from a learning point of view (like a built-in feature selection mechanism and the 

possibility to guarantee monotonicity in certain attributes), FPTs are arguably attractive from an 

interpretation point of view. Generally, each tree can be considered as a kind of (generalized) logical 

description of a class [3].In this regard, pattern trees can be considered as a viable alternative to 

classical fuzzy rule models. Compared to such models, the hierarchical structure of pattern trees 

further allows for a more compact representation and for trading off accuracy against model 

simplicity in a seamless manner [4]. Already due to the using limited number of nonparametric 

operators in fuzzy pattern trees, a wide variety of operators for aggregation of fuzzy predicates 

actually was ignored and this could have the impact on the performance and results of fuzzy pattern 

trees. As arithmetic operators, we can choose weighted arithmetic mean and ordered weighted 

arithmetic mean[5, 6]. These operators are parameterized, which means that we implicitly select from 

an infinite number of operators but the logical operators, t-norms and t-conorms[7], used in fuzzy 

pattern trees are not parameterized. There are several fuzzy aggregation families which contain the 

standard t-norms (t-conorms) as special cases.  

Because of using parametric operators to aggregation, we need the optimal parameters for them. 

Motivated by these developments, we propose a new version of FPTs that their operators are flexible 

and by tuning parameters of them we can reach a wide range of fuzzy aggregators.  To determine the 

optimal parameters, there are techniques which identify optimal parameters of aggregation operators.  

 

The remainder of the paper is organized as follows: Fuzzy pattern trees are explained in Section 2, in 

which we also recall the basic algorithm for learning such trees. Section 3 introduces a method for 

optimalselection ofparameters in parametricoperatorsto be using in FPTs. The new procedure is 

evaluated empirically in Section 4.The paper ends with a summary and some concluding remarks in 

Section 5. 

 

2. Fuzzy Pattern Trees Induction 
 

In this section, we briefly recall the pattern tree model for classification and the original algorithm for 

learning such models from data; for further technical details, we refer to [1]. As already mentioned 

earlier, a fuzzy pattern tree is a hierarchical, tree-like structure. The inner nodes of an FPT are marked 

with generalized (fuzzy) operators, either logical or arithmetic, whereas the leaf nodes are associated 

with fuzzy predicates on input attributes. A pattern tree propagates information from the leaf to the 

root node: a node takes the values of its descendants as input, combines them using the respective 

operator, and submits the output to its predecessor. Thus, a pattern tree implements a recursive 

mapping producing outputs in the unit interval [3].  

 

2.1. Tree Structure and Model Components 

 

We proceed from the common setting of supervised learning and assume an attribute-value 

representation of instances, which means that an instance is a vector  

𝑥 ∈ 𝕏 = 𝕏1 × 𝕏2 × … × 𝕏𝑚   , 

Where 𝕏𝑖  is the domain of the ith attribute𝐴𝑖 . Each domain𝕏𝑖 is discretized by means of a fuzzy 

partition that consists of 𝑛𝑖  fuzzy subsets 

𝐹𝑖,𝑗 ∶  𝕏𝑖 →  0,1  𝑗 = 1, … , 𝑛𝑗                                                                                                                    (1)  
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such that  𝐹𝑖,𝑗  𝑥 > 0
𝑛𝑗

𝑗=1
 for all x ∈ 𝕏i. The 𝐹𝑖,𝑗 are often associated with linguistic labels such as 

“small” or “large”, in which case they are also referred to as fuzzy terms. Each instance is associated 

with a class label 

𝑦 ∈ 𝕐 =  𝑦1 , 𝑦2 , … , 𝑦𝑘  

A training example is a tuple 𝑥 , 𝑦   ∈ 𝕏 × 𝕐. 

Unlike decision trees [8], which assume an input at the root node and output a class prediction at each 

leaf, pattern trees process information in the reverse direction. The input of a pattern tree is entered at 

the leaf nodes [1]. More specifically, a leaf node is labeled by an attribute Ai and a fuzzy subset Fi,j of 

the corresponding domain𝕏𝑖 . Given an instance 𝑥 = (𝑥1 , 𝑥2 , … , 𝑥𝑚 ) ∈ 𝕏  as an input, the node 

produces 𝐹𝑖,𝑗  𝑥𝑖  as an output, that is, the degree of membership of 𝑥𝑖 in  𝐹𝑖,𝑗 . This degree of 

membership is then propagated to the parent node [3]. 

 

Internal nodes are labeled by generalized logical or arithmetic operators, including t-norms and t-

conorms are extensively used to model logical operators 𝐴𝑁𝐷 and𝑂𝑅. The basic t-norm and t-conorm 

pairs that operate on two fuzzy membership values 𝑎and 𝑏 , 𝑎, 𝑏 ∈  [0, 1], are shown in Table 1. 

 
Table 1: basic t-norms and t-conorms pairs 

 
 

Also, weighted and ordered weighted average provide a wide spectrum ranging from very strict, 

conjunctive over averaging to compensatory, disjunctive aggregation that are shown in Table 2 [1]. 

 
Table 2: weighted and ordered weighted average operators 

 
 

The results of the evaluations of internal nodes are propagated to the parents of these nodes in a 

recursive way. The output eventually produced by a pattern tree is given by the output of its root 

node. Fig. 1 shows some exemplary pattern trees. For further technical details, we refer to [1].  

 
Fig. 1: exemplary pattern trees 

 

A pattern tree classifier is a collection of pattern trees: 

 

 PT𝑖 𝑖 = 1,2, … , 𝑘} ,  
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wherePT𝑖 is the pattern tree associated with class 𝑦𝑖 ∈  𝑌. Given a new instance𝒙to be classified, a 

prediction is made in favor of the class whose tree produces the highest score:  

y = arg maxy i∈𝕐 PTi  x                                                                                                                                   (2)  

A single tree PT𝑖can also be seen as a “fuzzy” selector of its class, hence the name pattern tree. Like a 

regular expression, a pattern tree selects instances belonging to its class, albeit in a fuzzy way. 

Eventually, the class is determined by the pattern tree that is most “confident” of being representative 

for the instance.  

2.2. Learning Pattern Trees from Data 

The use of the pattern tree model for classification requires an algorithm for learning such models 

from data, i.e., from a set of examples 

T = {(x i , y i )}i=1
n ⊂ 𝕏 × 𝕐 

Following the original proposal of [1], pattern trees are built one by one, independently of each other. 

For each class, the induction method performs as follows: 

 

1) Initialize with primitive pattern trees 

2) Filter candidates by evaluation of their similarity to the target class 

3) Check stopping criterion 

4) Recombine candidates using fuzzy operators 

5) Loop at step 2. 

 

The basic algorithm for learning a pattern tree for binary classification is presented in pseudo-code in 

Fig. 2. It implements a beam search and maintains the B best models (trees) so far (B = 5 is used as a 

default value). The algorithm starts by initializing the set of all primitive pattern trees P. A primitive 

tree is a tree that consists of only one node, labeled by a fuzzy term. Additionally, the first candidate 

set,𝑪𝟎, is initialized by the B best primitive pattern trees, i.e., the trees being maximally similar to the 

target 𝑌0 (see Equ.4)[3]. 
 

After initialization, the algorithm iterates over all candidate trees. Starting from line 11, it seeks to 

improve the currently selected candidate 𝐶𝑖
𝑡−1 in terms of performance. To this end, new candidates 

are created by tentatively replacing exactly one leaf node L (labeled by a fuzzy term) of 𝐶𝑖
𝑡−1by a new 

subtree. This new subtree is a three-node pattern tree N = [L|𝜓|R] that again contains L as one of its 

leaf nodes, now connected with another primitive tree R by means of an operator  𝜓. The new 

candidate tree is then evaluated by computing its performance. Having tried all possible replacements 

of all leaf nodes of the trees in  𝑪𝒕 , the B best candidates are selected and passed to the next iteration, 

unless the termination criterion is fulfilled. More specifically, our algorithm stops if 

 

Simmax
t <  1 + ε  Simmax

t−1                                                                                                                                 (3) 

 

i.e., if the relative improvement is smaller than  ε, where ε = 0.0025 by default [3]. 

To evaluate the performance of a pattern tree PT, we compare the output of our pattern tree for each 

training example  𝒙 𝑖 , 𝑦 𝑖  𝜖 𝑇 to its respective target output [1]. 

𝑆𝑖𝑚𝑅𝑀𝑆𝐸  𝐴𝑗 , 𝐵 = 1 −
   𝐴𝑗  𝒙

 𝑖  − 𝐵 𝒙 𝑖   
2

𝑛
𝑖=1

𝑛
                                                                            (4) 
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Fig.2:pseudo-code of fuzzy pattern tree 

 

 

3. OptimalTuningof Parametric Operators  

3.1 Problem Formulation 

 
Earlier, in fuzzy pattern trees we used nonparametric fuzzy logical operators,however a limited 

number of operators were used and a wide variety of fuzzy operators were not considered.The t-norm 

and t-conorm operators may be described as nonimpactive or impactive. A nonimpactive operator, 

such as Zadeh's[9]original union and intersection operators (Min and Max) is one where there is no 

interaction between grades of membership when they are combined. An impactivet-norm and t-

conormis one where a pair of weights is used to control the strength and weakness of the operators 

when combining membership grades. A number of impactive fuzzy inference operators based on the 

t-norm and t-conorm model have been proposed[10-12]. There are a number of factors which usually 

affect the selection of such operators. The first is the generic makeupof the domain. Continuous 

attributes are far more sensitive to fuzzification than discrete attributes. The second concerns how the 

operators are measured. These measurement properties have to be considered in relation with the 

scales of the membership functions used within the model. Other issues to consider are the accuracy 

of the fuzzymodel, the degree of simplicity and the type of hardware implementation. This paper 

investigates a number of theoretical t-norm and t-conorms fuzzy inference operators within the 

context of fuzzypatterntrees. 
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Table 3: fuzzy prametric families 

 

For the purposes of this paper, four fuzzy aggregation families of t-norm and t-conorm pairs (shown 

in table 3) have been selected to aggregate grades of membership generated by triangular membership 

functions for each attribute featured within the fuzzy pattern trees. These operators have been selected 

as a representative sample of common parameterized inference operators. 

Zimmermann and Zysno[13]suggested the use of a linear combination of conjunctive and disjunctive 

operators 

𝑓 𝑥1 , 𝑥2 = 𝑤1𝑇 𝑥1 , 𝑥2 + 𝑤2𝑆 𝑥1 , 𝑥2                                                                                                         (5) 

𝑤1 + 𝑤2 = 1        𝑤1 , 𝑤2 ≥ 0 
 

This definition is consistent with the characteristics of uni-norms. The uni-norm is defined as a 

generalization of the t-norm and t-conorm. These operators allow for an identity element lying 

anywhere in the unit interval rather than at one or zero as in the case of t-norms and t-conorms, 

respectively. Various important properties of these uni-norms are investigated [23]. For having 

flexible and impactive operators that simultaneously are included of t-norm and t-conorm and average 

operator properties, we propose to use a convex combination of a t-norm and a t-conorm.Thus, the 

new operators are obtained from the operator families of table 3. 

 

The t-norm and t-conorm that used in this new operator are parametric,so, for each one of these pairs 

there are two unknown parameters.Also, weight of each t-norm and t-conormin the convex 

combination of these operators add another parameter.  So, we actually have three variables to be 

estimated. 

Zimmermann [13]lists several criteria based on which aggregation operators can be selected. Among 

them, empirical fit is probably the most useful because it has a direct quantitative interpretation. In 

most cases, the problem of choice of the operator is translated into some sort of regression problem 

such as least squares fit. However, it is important to realize that fitting aggregation operators to data 

requires specialized regression techniques because of essential theoretical and semantical properties of 

these operators. The problem of fitting the parameters of aggregation operators to empiricaldata was 

examined by several authors [14-16].Consider the problem of fitting an aggregation operator 

𝑓(𝑥1 , … , 𝑥𝑛)to the empirical data. The empirical data consists of a list of pairs/triples/n tuples of 

membership values to be aggregated { 𝑥1
𝑘 , … , 𝑥𝑛

𝑘 }𝑘=1
𝐾 and the corresponding compound membership 

values  y𝑘 𝑘=1
𝐾 , measured experimentally [17]. 

 

In our case, because of the binary classification, the aggregation operator is a2-place 

function𝑓:  0,1 2 →  0,1 , nondecreasing in all arguments and satisfying 𝑓 𝟎 = 0and 𝑓 𝟏 = 1. This 

Ranges t-conorm t-norm Family 

𝛾 ≥ 0 

𝛾 ′ ≥ −1 

 𝛾 ′ − 1 𝜇𝐴  𝑥 .  𝜇𝐵  𝑥 + 𝜇𝐴  𝑥 +  𝜇𝐵  𝑥 

1 + 𝛾′𝜇𝐴  𝑥 .  𝜇𝐵  𝑥 
 

𝜇𝐴  𝑥 .  𝜇𝐵  𝑥 

𝛾 +  1 − 𝛾  𝜇𝐴  𝑥 + 𝜇𝐵  𝑥 − 𝜇𝐴  𝑥 .  𝜇𝐵  𝑥  
 Hamacher 

𝑝 ≥ 1 min 1, ((𝜇𝐴  𝑥 
𝑝 + (𝜇𝐵  𝑥 

𝑝)1/𝑝  1 − min 1, ((1 − 𝜇𝐴  𝑥 )𝑝 + (1 − 𝜇𝐵  𝑥 
𝑝)1/𝑝  Yager 

𝛼 ∈  0,1  
𝜇𝐴  𝑥 + 𝜇𝐵  𝑥 − 𝜇𝐴  𝑥 𝜇𝐵  𝑥 − 𝑚𝑖𝑛 𝜇𝐴  𝑥 ,  𝜇𝐵  𝑥 ,  1 − 𝛼  

𝑚𝑎𝑥 (1 − 𝜇𝐴  𝑥 ),  (1 − 𝜇𝐵  𝑥 ), 𝛼 
 

𝜇𝐴  𝑥  𝜇𝐵  𝑥 

max 𝜇𝐴  𝑥 ,  𝜇𝐵  𝑥 , 𝛼 
 

Dubois/ 

prade 

𝑤 ≥ 1 

1

1 +   
1

𝜇𝐴  𝑥 
− 1 

−𝑤

+  
1

𝜇𝐵  𝑥 
− 1 

−𝑤

  
−1/𝑤  

1

1 +   
1

𝜇𝐴  𝑥 
− 1 

𝑤

+  
1

𝜇𝐵  𝑥 
− 1 

𝑤

  
1/𝑤  

Dombi 
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function also is called general aggregation operator, and the foregoing properties constitute the 

minimal set of properties aggregation operators must satisfy. We will also require continuity of  𝑓, 

because this property is important from a practical point ofview.Additional properties define 

particular classes of aggregation operators[17].  

 
Table 4: new uni-norm operators and their cost functions 

 

We formulate the problem as follows: 

 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝑓 𝑥1 , 𝑥2 − 𝐘                                                                                                                                (6) 
 

subject to f belonging to a given class of aggregation operators. 𝒀denotes the 𝐾 vector of measured 

compound membership values[17]. 

 

The cost function used to seek the most optimal operator parameters and fuzzy spread around each 

tree node is determined by calculating and minimizing the difference between the amounts of operator 

and target data .The parameters of each operatorfor each fuzzy pattern tree is therefore determined 

using the following cost function. 

 

 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒  (

𝐾

𝑘=1

𝑓 𝑥1
𝑘 , 𝑥2

𝑘 − 𝑌𝑘)2                                                                                                                   (7) 

In this case, the problem has a nonlinear formula and also we face with some constraints on the 

problem. Multidimensional global optimization is a notoriously difficult problem and the answer 

cannot be simply achieved by regression methods[17]. The answer to that question can be found in 

another way. Evolutionary optimization algorithms are suitable option. There are many evolutionary 

optimization algorithms like genetic algorithm (GA) and ant colony algorithm and etc. In this case we 

use Imperialist Competitive Algorithm (ICA). This Algorithm is a new socio-politically motivated 

global search strategy that has recently been introduced for dealing with different optimization 

tasks[18]. This evolutionary optimization strategy has shown great performance in both convergence 

Cost function  Operator Name  

 (𝑤1  
𝑥1

𝑘 .  𝑥2
𝑘

𝛾 +  1 − 𝛾  𝑥1
𝑘 + 𝑥2

𝑘 − 𝑥1
𝑘 .  𝑥2

𝑘 
 

𝐾

𝑘=1

+ 𝑤2  
 𝛾 ′ − 1 𝑥1

𝑘 .  𝑥2
𝑘 + 𝑥1

𝑘 +  𝑥2
𝑘

1 + 𝛾′𝑥1
𝑘 .  𝑥2

𝑘  − 𝑌𝑘)2 

𝑤1  
𝑥1 .  𝑥2

𝛾 +  1 − 𝛾  𝑥1 + 𝑥2 − 𝑥1 .  𝑥2 
 

+ 𝑤2  
 𝛾 ′ − 1 𝑥1.  𝑥2 + 𝑥1 +  𝑥2

1 + 𝛾′𝑥1 .  𝑥2
  

Uninorm-

Hamacher 

 (𝑤1  1 − 𝑚𝑖𝑛   1,  1 − 𝑥1
𝑘 

𝑝1
+  1 − 𝑥2

𝑘 
𝑝1

 
1

𝑝1 

𝐾

𝑘=1

+ 𝑤2  𝑚𝑖𝑛   1, (𝑥1
𝑘)𝑝2 + (𝑥2

𝑘)𝑝2 
1

𝑝2 − 𝑌𝑘)2 

𝑤1  1 − 𝑚𝑖𝑛   1,  1 − 𝑥1 
𝑝1 +  1 − 𝑥2 

𝑝1 
1

𝑝1 

+ 𝑤2  𝑚𝑖𝑛   1, 𝑥1
𝑝2 + 𝑥2

𝑝2 
1

𝑝2  

Uninorm-

Yager 

 ( 𝑤1  
𝑥1

𝑘 .  𝑥2
𝑘

𝑚𝑎𝑥 𝑥1
𝑘 ,  𝑥2 , 𝛼1 

 

𝐾

𝑘=1

+ 𝑤2  
𝑥1

𝑘 + 𝑥2
𝑘 − 𝑥1

𝑘 . 𝑥2
𝑘 − 𝑚𝑖𝑛 𝑥1

𝑘 ,  𝑥2
𝑘 ,  1 − 𝛼2  

𝑚𝑎𝑥 (1 − 𝑥1
𝑘),  (1 − 𝑥2

𝑘)), 𝛼2 
 − 𝑌𝑘)2 

 𝑤1  
𝑥1.  𝑥2

𝑚𝑎𝑥 𝑥1,  𝑥2 , 𝛼1 
 

+ 𝑤2  
𝑥1 + 𝑥2 − 𝑥1 . 𝑥2 − 𝑚𝑖𝑛 𝑥1 ,  𝑥2 ,  1 − 𝛼2  

𝑚𝑎𝑥 (1 − 𝑥1),  (1 − 𝑥2)), 𝛼2 
  

Uninorm-

Dubois 

/Prade 

 ( 𝑤1

 
 
 
 1

1 +   
1

𝑥1
𝑘 − 1 

𝑦1

+  
1

𝑥2
𝑘 − 1 

𝑦1

  
1/𝑦1

 
 
 
 𝐾

𝑘=1

+ 𝑤2

 
 
 
 1

1 +   
1

𝑥1
𝑘 − 1 

−𝑦2

+  
1

𝑥2
𝑘 − 1 

−𝑦2

  
−1/𝑦2

 
 
 
 

 

− 𝑌𝑘)2 

 𝑤1  
1

1 +   
1

𝑥1
− 1 

𝑦1

+  
1

𝑥2
− 1 

𝑦1

  
1/𝑦1

 

+ 𝑤2  
1

1 +   
1

𝑥1
− 1 

−𝑦2

+  
1

𝑥2
− 1 

−𝑦2

  
−1/𝑦2

  

Uninorm-

Dombi 
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rate and better global optima achievement [18].New aggregation operators that we have proposed, can 

be created by uni-norm method and their cost functions can be seen in Table 4. 

3.2 ICA Parameters 

 

The search strategy of anICA is defined by a number of optimization parameters. Initial experimental 

work wasundertaken to determine suitable values for these parameters. Table 5 provides a summary 

of all ICA parameters used within evolutionary algorithm. 

 
Table 5: Parameters usedin theICAalgorithm 

Value Variable 

100 Maximum Number of Iterations 

1000 Population Size 

50 Number of Empires/Imperialists 

2 Selection Pressure 

2 Assimilation Coefficient 

0.1 Probability of  Revolution 

0.2 Revolution Rate 

0.1 Colonies Mean Cost Coefficient 

 

 

3.3 Optimization of parameter selection 

 

For optimization of operator selection in fuzzy pattern trees, before the aggregation of two fuzzy 

membership degrees, theevolutionary optimization algorithm has been implemented. In this way, by 

optimizing the basic algorithm, three best parameters for the proposed operator are obtained. These 

parameters are located in operation and thenmembership degrees of each leaves ofcandidate treesand 

set of initial pattern trees are aggregated by this new operator. The proposed algorithm flowchart is 

shown in Fig 3. 

 

4. Experiments 

 
4.1 Data sets 

 

For the purpose of this work, five real world data sets have been collected from the UCI [19] 

repository. The Iris data is a discrete outcome dataset consisting of 150 records and is used to 

detection of iris flowers. Data set of iris has 4 numeric attributes and 3 labels of classes. The cancer 

dataset, also with a discrete outcome, comprises of 699 records for classifying a given cell to benign 

or malignant cell types. This dataset has 9 numeric attributes. Glass data set investigates the type of a 

given glass and comprises of 214 records featuring 9 numeric attributes. The Crab data set is 

concerned with crab's sex (male or female) and has 1 nominal and 5 numerical attributes. Finally, 

wine data set comprises 178 records with 13 numeric valued attributes.  
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Fig.3:flowchart of proposed algorithm 

 
4.2 Method 

 

We implemented new algorithms under the MATLAB 2010a [20].This section presents a number of 

experimental studies that we conducted to get an idea of the performance of our optimized fuzzy 

pattern tree learner. We are interested in comparing our new algorithm with previous algorithm that 

was developed by Senge and Hüllermeier.The ICA algorithm merged with previous algorithm of 

fuzzy pattern treeand thenfor each proposed operators, the optimal parameters are found by ICA 

algorithm.Finally, the results for each of these new operators are investigated. 

 

4.3 Experimental Results 

Fuzzy similarityvaluesfor each algorithmare shown in table 6 and Fig.4shows 

thecomparisonbetweenthem. For each experiment set, stratified 10-fold cross validation was used. 

The training cases were partitioned into 10 equalized blocks with similar class distributions. In order 

to verify our proposed algorithm we use RMSE (root mean squared error), which has been obtained 

by averaging over 5 repetitions of a 10-fold cross validation (RMSE for iris dataset shown in Fig. 5). 

To test for statistical significance of the differences, and equalization of RMSE means of all 

algorithms (with their given operator), we used the Kruskal–Wallis test [21]. The test rejects the null 

hypothesis of equal performance at the 5% significance level (the p-value is 0.031). After that, we 

compared the methods in a pairwise way by means of a Post-Hoc Test [22]. The new algorithm 

together with Yager family has significant difference in performance among the other algorithms. But 
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pairwise comparison doesn't show significant difference between performances of previous algorithm 

with other new algorithms that have been developed by other parametric families. In other cases, the 

results show that other proposed method with Hamacher, Dobuis/Prade and Dombi operators are fully 

competitive to previous algorithm in terms of predictive accuracy. Fig. 6 showes an example of a 

pattern tree for data set of wine that is developed by the new algorithm and Yager family 

parameters.TheRMSE valuesfordifferent algorithmsis shown in Table 7, theirranking based on RMSE 

is indicatedin parentheses. 

 
Table 6: similarityvaluesfor each algorithm 

Mean of 
similarities 

 Iris Cancer Glass Crab Wine mean 

Original  0.7577 0.8049 0.7356 0.5382 0.7094 0.70916 

Uninorm -Hamacher  0.7301 0.8057 0.7567 0.5274 0.6865 0.70128 

Uninorm - Yager  0.816 0.822 0.804 0.5547 0.8071 0.76076 

Uninorm -DuboisPra  0.7604 0.8169 0.7239 0.5336 0.7302 0.713 

Uninorm- Dombi  0.8058 0.7439 0.7448 0.5164 0.7316 0.7085 

 

 

 
Fig 4: mean of similarity values for each algorithm 

 

 

 
Fig 5: RMSE values for each algorithm for iris dataset 

 

 

 

Table 7: RMSE valuesfordifferent algorithms and their ranking 

0.70916

0.70128

0.76076

0.713 0.7085

0.66

0.68

0.7

0.72

0.74

0.76

0.78

Mean of 
similarities 

0.2023

0.2221

0.0451

0.1963

0.0541
0

0.05

0.1

0.15

0.2

0.25

RMSE Test

 Original Hamacher Yager Dubois/prade Dombi 

Iris 0.2023(4) 0.2221(5) 0.0451(1) 0.1963(3) 0.0541(2) 
Cancer 0.2186(4) 0.1771(3) 0.0389(1) 0.1498(2) 0.2954(5) 
Glass 0.2671(4) 0.1721(2) 0.0693(1) 0.2706(5) 0.1947(3) 
Crab 0.1430(2) 0.2053(4) 0.0622(1) 0.1799(3) 0.2408(5) 
Wine 0.1925(4) 0.2485(5) 0.0696(1) 0.1588(3) 0.1189(2) 

Average rank 3.6 3.8 1 3.2 3.4 
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Fig. 5: an example of a pattern tree for data set of wine 

 

 

5. Conclusions 

 
This paper has investigated a number of theoretical proven parametrict-norm and t-conormfuzzy 

inference operators and usesgeneralizationof them as uni-norms within the context of fuzzy pattern 

trees and assessed their impact on the overall performance. A real encoded ICA was used to determine 

best parameters of uni-norm and simultaneously optimize strength controlling t-normandt-conorm 

parameters for each specific operator. 

Experimentally, we have shown that uni-norm fuzzy pattern tree (UFPT) with Yager family operators, 

significantly outperform the hitherto existing method in terms of predictive accuracy and, moreover, 

UFPT with other parametric family operators are at least competitive to previous algorithm. 

In future work, we intend to generalize our current version of UFPT from binary to multi-class 

classification. Moreover, we are also interested in developing a uni-norm version of fuzzy pattern 

trees for regression. 
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