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Abstract
In this article, a New Homotopy perturbation method (NHPM) is presented to obtain an approximate
solution of a class of two-dimensional initial value problems. In this method, the first appropriate
approximate solution has been used to reach the exact solution of the equation. Some examples are
presented to validate the ability of the proposed method.

Keywords: New Homotopy perturbation method; reaction-diffusion Brusselato; system of partial
differential equations.

1. Introduction

Reaction-diffusion systems (RDs) arise frequently in the study of chemical and biological phenomena
and naturally they are modeled by partial differential equations. Finding accurate and efficient
methods for solving nonlinear system of PDEs have been an active research undertaking for a long
time [1-4]. Some authors investigated the numerical solution of Brusselator system [5-8]. Adomian
used a decomposition method for the numerical solution of the reaction—diffusion Brusselator system
[6]. Twizell et al. developed a second order (in space and time) finite difference method for diffusion
free Brusselator system [7]. Wazwaz used modified Adomian decomposition method [5]. Whye-
Teong applied the dual-reciprocity boundary element method for numerical solution of this system
[8].

Reaction-diffusion Brusselator system with initial conditions has the following general form

2 2
M _gu¥ —(A+u +a(a—uz+a—uz),
ot ox* oy 1)

ov
PRl

N _Au-u¥ +a(a—2V2+
ot OX
u(x,y,0=f(x,y),

2
VX,y.0)=g(.y). @
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Where & , A and B are constants.

There are some methods to obtain approximate solutions of these kind of equations. One of them is
Homotopy perturbation method. The method introduced by He in 1998[9]. In this method the solution
is considered as the summation of an infinite series. This method continuously deforms the difficult
problems under study into multiple simple problems which are easy to solve. Homotopy perturbation
method can be considered as a universal capable to solve various kinds of non-linear functional
equations [10-12].

The article is organized as follows. In Section 2, the new modification of HPM, called NHPM, for
solving partial differential equation is presented. The NHPM applied to reaction—diffusion Brusselator
system are illustrated in Section 3. Numerical results are presented in section 4.The conclusion of the
article appears in Section 5.

2. The Basic ldea of NHPM

Homotopy perturbation method has been well addressed in [13-16], so we introduce the New
Homotopy perturbation method in this section.

The general form of a system of PDEs is considered as the following:

ou. .
?JJFN Uy, U ) =0 (XX ), J =120, ©)

With the following initial conditions:

Uy (Xppeen X g to) =F5 (600X 4), 1 =12,

Where Nl,---,Nn are non-linear operators, which usually depend on the functions

Ui, i =12,...,n, and their derivatives with respectto x,'s, i =1,2,...,n—1t and ,,0,,...,g,are
inhomogeneous terms.

For solving system (1), by using NHPM, we construct the following Homotopy:

ouU ouU .
(l—P)(?’—uj‘O]+p[ atj +Nj(ul,...,un)—gjj=0, j=12,....n. (4)
Or
ou. .
?‘:ujyo—p(u“ﬁNJ.(Ul,...,Un)—gj), j=12...n. (5)

Applying the inverse operator, L™ = J': (ﬂt to both sides of Eq. (3), we obtain

t
U (X0 Xgmen Xy pit) =U | (xl,xz,...,xnfl,to)Jrjt uj,dt

t (6)
—pL(UmNj(lJl,---,Un)—gj)rit, j=1...n,
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where

Uj(xl,xz,...,xn_l,to):uj(xl,xz,...,xn_l,to), j=12...,n

Let's present the solution of system (4) in the following form:

Uj:Uj0+pUjl+p2Uj2+---, j=12...n, (7)

where U, ;, i=1...,n, j=012,..., are functions which should be determined. Suppose that the

initial approximations of the solutions of Egs. (1) are in the following form:
Ui o (X0 X p0eee Xt Za” prenXoa )Py (t), Li=12,...n, (8)

where & ; (X3, XX, 4), i =1..,n,j =0,1,2,..., are unknown coefficients, and

Po(t),p.(t), p,(t),...are specific functions.

Substituting (5) and (6) into (4) and equating the coefficients of the terms with identical powers of p,
leads to

0

t
p :Uiyo(xl,xz,...,xn_l,t):fi(xl,xz,...,xn_1)+2aiyj'[topo(t)dt

iz
P iU, (XX X, oot Za,]'[ p, (t)dt - jtl(Ni(Ul,ol""Un,o)_gi)dt’

2

P :Ui,Z(XUXZ"" X, 1’) _[(N UigrUp 11""’Un,1))jt’ ®)

Pl U, (XX Xt = '[(N Uy U Uy Uy ) it

By solving these equations in such a way that U 1 (Xl,Xz,...,X n_1,t) =0, then Egs. (7) yield
U (XXX, nt)=0, j=23...,n
Therefore, the exact solution may be obtained as follows:

Uy (X3 X0 X st ) =0 o (X X0, X )

© 10
=fi(xl,xz,...,xn71)+2ai‘jj‘: po(t)dt, i=12...,n 4o
i-0 ’

It is worth mentioning that if J; (Xl,...,anl,t) and U, (X1 ” ,anl,t)are analytic around

t :to, then their Taylor series are written as
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i (11)
* ]
gl (Xl’ ’Xn—l’t)zzai j (Xl’XZ’ ’Xn 1)(t tO) '
=0
which can be used in Egs. (7), where & (Xl,xz,...,xn_l), 1=12,.. =0,12,..., are unknown
coefficients, that must be computed, and a*iyj (Xl,XZ,...,xnfl), i=12,... n,j=012...,are

known ones.

3. New Homotopy Perturbation Method Applied to Reaction-Diffusion

Brusselator System
To solve Eqg. (1) with initial condition (2), according to the NHPM, the following Homotopies is
constructed

ou ou U o))
(1—p)(g—uoj+p(E—B -U V +(A +1)U —a(?ﬁ'yjl—o,

oV ov N
(1_p)(E_V°J+p[E_AU +Ud —a(axz +6y2D—O.

Where p e [O,l] is an embedding parameter, U, and v, are an initial approximation of the solution

(12)

of the system.

Applying the inverse operator, L™ = J : (.)dt to both sides of the equations (12), result in

0

U(x,yt)= (xyO)I (x,y,tdt - PI[ (x.y.t) B‘“”W*”)“‘“(Z%Jrg%]} (13)

V (x,y 0=V (x,y,0)+ [, xyt)dt—pj[ (X,y.1)-AU +U ¥ a(f;’ +‘2’2D.

Suppose that the solutions of system (13) are as assumed in (7); substituting Eqgs. (7) Into Egs. (13),
collecting terms with the same powers of match, and equating each coefficient of p match to zero

turn to:
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) Ug(x,y,t)=f (x,y) .[uo(x,yt)dt
P t
Vo(x,y.t)=g(x,y) J'Ovo(x,y,t)it
t ou, U,
| Ul(x,y,t):jo[—uo(x,y,t)+B+UOV ~(A+1)U, +a(6x +W]j
p:
: oV, , 3V,
Vi (x.yt)= jo[ o(X,y 1) +AU, UV +a [ax ayzjj’
U, o,
2 U,(x,y, t):j[(u V,+ 00V, )-(A+1)U, m(ax W}]
p-:
r oV, oV,
Vz(x,y,t)=IO[Aul—(UOVl+2U0U1\/0)+a[y+yj}
U, U,
3 U, (x,y, t)=j[(u V,+ 20Uy, +0UY,+UY,)- (A+1)U2+a[axz ¥ ayzj]’
a v, oV
Vs(x,y,t)=r[AU2—(UOZ\/2+2U0U1\/1+2U0U2\/0+Uf\/0)+a(8—22+a fjj
0 ox° oy
(14)
Assume

uo(x,y,t):ian(x,y)t”, U (x,y,0)=u(x,y,0),
vo(x,y,t):ibn(x,y)t”, V (x,y,0)=v(x,y,0).

Now if we solve these equations in such a way that Ul(x,y ,t):Vl(X,y ,t):O, then Egs. (13)
yield to

U, (x,y.t)=V,(x,y,t)=0, j=23,....

Therefore, the exact solution may be obtained as following form:
u(x,y,t)=Ug(x,y,t)= xy+Za_[t”dt

v(x,y,t):VO(x,y,t):g(x,y)+§bnf0t”dt,

where @, (X ),b; (x), j=0,12,..., are unknown coefficients that must be computed.
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4. Numerical Results
In this parts two examples are presented to illustrate the validity of method.

Example 1: Consider the nonlinear system with the following initial condition:

2 2
N _uv -y +1(a—uz+a—uz),
ot 4°0x° oy (15)
ov 1,087 o
—ZU_UZV +—(—2+—2),
ot 4°0x° oy

u(x,y,0)=e™", v(x,y,0)=e"".
In this example, we have A =1, B =0, :%.

Using the model discussed as (14) and solving these equations for Ul(x,y ,t),Vl(x Y ,t) lead to the

following results
1.,
U, (x,y.t)= —ao(x,y)—Ee t
-2X -2y 1 t2
+ -, (x,y)+e bO(X'y)+Z(a0xx (x,y)+ay,, (x,y)) 5

1 - X+
+(—a2(x,y)—2a1(x,y)+Eb1(x,y)e2 Yt (ay(x,y )"
t3

+28,(X,y )by (x,y Je ™ +ay (x,y )+%Gam (x,y )Jr%a1yy (X, )DEJF

Vl(x,y,t)z(—bo(x,y)%ew)t
2

+(—bl(x,y)—a0(x,y)—e'zx_zybo (le)'l'%(wa (X’y )+b0yy (X’y )))%

+(—b2(x,y)+%a1(x,y)_%b1(x,y Je (g (x,y)) "

3

=23y (X, Y Jog (x,y Je ™ -, (x,y )"‘%(%bm (x.y )+%b1W (x.y )j]%+ (16)

By vanishing of U, (X,y,t),V,(X,y,t), the coefficients @, (X,y ),b, (X,y ) ,n=123,..., are

determined as follows:

L« 1« 1
ao(x’y):_Ee y’ al(x7y):Ze ya az(X,Y)Z—Ee y,....

1 1 . 1 ..
bo(x,y):Ee y,bl(x,y):ze y,bz(x,y):ﬁe -
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Therefore, the exact solution of Eq. (15) are obtained as follows:

u(x,y,t)=Ug(x y,t)=e™" +a,(x, y)t+%a1(x, y)t? +%az(X, YIS+

2 8 48

V(X, y,t) =V, (X, y,t) — X +b0(X, y)t+%bl(x, y)t2 +%b2 (X, y)t3 4.

N I TONE TCIE R I N
2 8 48

Example 2: Consider the following system with initial values

ou 3 1 o0 o

—=1+u¥ —SUu+—— (5 +—),

ot 2 500 ox oy (17)
o 1 1 0v o

—==u-uv+ (= +=>)

ot 2 500 ox oy

u(x,y,00=x2 v(x,y,0)=y?

According to Eq. (14) for A :1, B=1lL« :i, we derive
2 500

3 251
0 )y -2ete 2

+(—a1(x,y)+b0(x,y)x“+2ao(Xay)Xzyz—gao(er)J“STlm(aoxx (X, y)+ag,, (xy))j%
+(fa2(x,y)f%ai(x,y)+%b1(x,y)x“+(a0(x,y))2y2+2ao(x,y)bo(x,y)x2

2,2, 1 (1 1 L
+a,(X,y)x%y +500(26m(le)+zalyy(x,y)D3+ :

Vl(x,y,t):[—bo(x,y)—x“y%%xﬂﬁjt
1 4 2,2, 1 t?
+ —bl(x,y)+§a0(x,y)—bo(x,y)x —2a,(x,y )x%y +%(bmx (x,y)+b0yy (x,y)) 0

o Bacy oy ) 0y X (a 9)) 280 (6, D . )

ey iyra L (L 1 e,
0317y g 30 (93, (09

So
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3 251
X,y )=xty?-=x+ =,
aﬂ( y) y 2 250
378 2 4 l 6 254 2,2 9 2 8,,2 9 4.,2 6,,4
X,y)=——+—X"+=X"+—X +—=X"=X —=X +2xX°y ",
al( y) 250 250 2 125 y 4 y 2 y y
9 253 , 3 , 5, 6., 2 2,2 4,4
aL(X,Y)=—F+—Yy +—X"+-X"-3X —bX +4x°y ",
:(x.Y) g 2507 250 4 y y y
1 1
by (X,y)=-x*y?+=x*+—,
o (x.) s 250
3 2 1 254 7 126
b (X,y)=—ox’——x*-Zx°—Z—=x?y?-2x°y '+ =x*y "+ x°y P+ —,
{(xy) 4 250 2 1257 7 Yoy Y 50
253 , 5 ,

y2—=x —ix2+5x2y2+3x6y2—4x4y4—§,

b, (x,y)=——22
:(%,¥) 250 4 250

This implies that

U(X,y,t)ZUo(Xay’t):X2+(X4y2_§XZ+%Jt

378 2 , 1 , 254
+| ——+—Xx*+=X

250 250 2
(9 253 , 3

9
125 4

+—x2+§x“—3x6y2—6x2y2+4x4y4

+| =+—Y
8 250 250 4
—V 2 4.2 1 2 1
V(X,y,t)— o(x,y,t)—y +| =Xy +§x +ﬁt

254
4 250 2 125

( 253 , 5 ,
+——y*-=x
250° 4 250

2
J{——xz——x“——xs——xzyz—2x6y4+£x4y2+x8y2+%jt_

—ix2+5x2y2+3x6y2—4x4y4—

2
+_X2y2+_X2_X8y2_%x4y2+2X6y4jt?

t3
...
3

250/ 2

th3
8)3

And this is the limit of infinity of many terms, yields to the exact solution of (17).

5. Conclusions

The main goal of this work has been to derive an approximation for the solutions of reaction-diffusion
Brusselator system by applying New Homotopy perturbation method. The number of calculations in
the NHPM can be reduced by selecting an appropriate initial approximation in comparison to HPM.
The results show that new method is a powerful straightforward method. The computation associated

with the example in this article were performed using maple 15.
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