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#### Abstract

In this paper, we define $\Psi$-boundedness on time scales and we present necessary and sufficient conditions for the existence of at least one $\Psi$-bounded solution for the linear non-homogeneous matrix system $x^{\Delta}=A(t) x+f(t)$, where $f(t)$ is a $\Psi$-bounded matrix valued function on $T$ assuming that $f$ is a Lebesgue $\Psi$-delta integrable function on time scale T. Finally we give a result in connection with the asymptotic behavior of the $\Psi$-bounded solutions of this system.
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## 1. Introduction

Matrix differential equations arise in a number of areas of applied mathematics such as control systems, dynamic programming, optimal filters, quantum mechanics and systems engineering. The analytical, numerical solutions and control aspects of matrix differential equations have been studied by many authors. The aim of this paper is to give necessary and sufficient conditions that the non-homogeneous linear matrix system

$$
\begin{equation*}
x^{\Delta}=A(t) x+f(t) \tag{1.1}
\end{equation*}
$$

where $x(t), f(t)$ are in $T^{d}$ and A is continuous $d \times d$ matrix valued function, has at least one $\Psi$-bounded solution for every Lebesgue $\Psi$-delta integrable function $f$ on the time scale $T$. Here $\Psi$ - is a rd-continuous matrix function, instead of a scalar function. The calculus of time scales was initiated by Stefan Hilger [13] in order to create a theory that can unify discrete and continuous analysis. The study of dynamic

[^0]equations on time scales, is an area of mathematics that has recently received a lot of attention and sheds new light on the discrepancies between continuous differential equations and discrete difference equations. It also prevents one from proving a result twice, once for differential equations and once for difference equations.

The general idea, which is the main goal of Bohner and Peterson's excellent introductory text [2], is to prove a result for a dynamic equation where the domain of the unknown function is so called time scale. If $T=R$, the general result obtained yields the same result concerning an ordinary differential equation. If $\mathrm{T}=\mathrm{Z}$, the general result is the same result one would obtain concerning a difference equation. However, since there are infinitely many other time scales that one may work besides the real and the integers, one has a much more general result.

The present work unifies the results of existence of $\Psi$-bounded solutions of linear differential equations [7] and linear difference equations [12, 16] and also generalizes to matrix differential systems on time scales. In Section 2, we review most of the results and definitions on timescales and $\Psi$-boundedness. In Section 3, first, we present a necessary and sufficient condition for the existence of at least one $\Psi$-bounded solution for linear non-homogeneous matrix differential equation on time scales (1.1) for every Lebesgue $\Psi$-delta integrable function f , on time scale T . Further, we obtain a result relating to the asymptotic behavior of solutions of (1.1).

The problem of $\Psi$-boundedness of the solutions for systems of ordinary differential equations has been studied in many papers, [1,2,4,5,7-10,12]. In [7-9], the author proposes the novel concept of $\Psi$-boundedness of solutions, $\Psi$ being a continuous matrix-valued function, allows a better identification of various types of asymptotic behavior of the solutions on R.

Similarly, we can consider solutions of (1.1), which are $\Psi$-bounded not only on $\mathrm{T}^{+}$but on T . In this case, the condition for the existence of at least one $\Psi$-bounded solution are rather complicated, as shown in [10] and below. In [10], the authors gave a necessary and sufficient condition so that the system (1.1) has at least one $\Psi$-bounded solution on $T$ for every continuous and $\Psi$-bounded function $f$ on $T$.

The norms used in this paper are taken from an excellent survey presented in [17].

## 2. preliminaries

The purpose of this section is to review some useful results, definitions and basic properties on time scales and $\Psi$ boundedness which are needful for later discussion.

Let T be a time scale, i.e., an arbitrary non-empty closed subset of real numbers. Throughout this paper, the time scale T is assumed to be unbounded above and below. In this paper we introduce some notations: $T^{+}=(0, \infty) \cap T, v=\min \{[0, \infty) \cap T\}$. For $x=\left(x_{1}, x_{2}, x_{3}, \ldots, x_{d}\right)^{T} \in T^{d}$, let $\|x\|=\max \left\{\left|x_{1}\right|,\left|x_{2}\right|,\left|x_{3}\right|, \ldots,\left|x_{d}\right|\right\}$ be the norm of $x$. For a $d \times d$ real matrix $A=\left(a_{i j}\right)$, we define the norm

$$
|A|=\sup _{\|x\| \leqslant 1}\|A x\| .
$$

Definition 2.1. A matrix $P$ is said to be a projection if $P^{2}=P$. If $P$ is the projection, then I-P is also a Projection. Two such projections, whose sum is I and hence whose product is zero are said to be supplementary.

Result 2.2. If $A$ is differentiable at $t \in T^{k}$, then $A(\sigma(t))=A(t)+\mu(t) A^{\Delta}(t)$ [3].
For basic calculus on time scales and theorems on time scales mentioned in this section we refer to [2, 3].

Definition 2.3. A mapping $f: T \longrightarrow X$, where $X$ is a Banach space, is called rd-continuous if
(i) it is continuous at each right-dense $t \in T$;
(ii) at each left dense point the left side limit $f(\mathrm{t})$ exists.

Remark 2.4. If condition (ii) is replaced by $f$ being continuous at each left-dense point, then $f$ is said to be continuous function on $T$.

Result 2.5. If f is $\Delta$-differentiable, then f is continuous. Also if t is right scattered and f is continuous at t , then

$$
\mathrm{f}^{\Delta}(\mathrm{t})=\frac{\mathrm{f}(\sigma(\mathrm{t}))-\mathrm{f}(\mathrm{t})}{\mu(\mathrm{t})}
$$

Definition 2.6. A function $F: T^{k} \longrightarrow R$ is called an anti-derivative of $f: T^{k} \longrightarrow R$ provided $F^{\Delta}(t)=f(t)$ holds for all $t \in \mathrm{~T}^{\mathrm{k}}$. We then define the integral by

$$
\int_{a}^{t} f(s) \Delta s=F(t)-F(s) .
$$

Theorem 2.7. Assume $\mathrm{f}: \mathrm{T} \longrightarrow \mathrm{R}$ is a function and let $\mathrm{t} \in \mathrm{T}^{\mathrm{k}}$. Then we have the following:
(i) iff is differentiable at t , then is continuous at t ;
(ii) iff is continuous at t and t is right-scattered, then f is differentiable at t with

$$
\mathrm{f}^{\Delta}(\mathrm{t})=\frac{\mathrm{f}(\sigma(\mathrm{t}))-\mathrm{f}(\mathrm{t})}{\mu(\mathrm{t})} ;
$$

(iii) if t is right-dense, then f is differentiable at t if the limit

$$
\lim _{t \rightarrow s} \frac{f(t)-f(s)}{t-s}
$$

exists as a finite number, in this case

$$
f^{\Delta}(t)=\lim _{t \longrightarrow s} \frac{f(t)-f(s)}{t-s} ;
$$

(iv) if f is differentiable at t , then

$$
\mathrm{f}(\sigma(\mathrm{t}))=\mathrm{f}(\mathrm{t})+\mu(\mathrm{t}) \mathrm{f}^{\Delta}(\mathrm{t})
$$

Definition 2.8. A function $f: T \longrightarrow R$ is called regulated provided its right-sided limits exists (finite) at all right-dense points in T and its left-sided limits exist (finite) at all left dense points in T .

Definition 2.9. A function $f: T \longrightarrow R$ is called rd-continuous provided it is continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense points in T . The set rd-continuous functions $f: T \longrightarrow R$ will be denoted by

$$
C_{r d}=C_{r d}(T)=C_{r d}(T, R) .
$$

The set of functions $f: T \longrightarrow R$ that are differentiable and whose derivative is rd continuous is denoted by

$$
C_{r d}^{1}=C_{r d}^{1}(T)=C_{r d}^{1}(T, R) .
$$

Result 2.10. Assume $\mathrm{f}: \mathrm{T} \longrightarrow \mathrm{R}$.
(i) If $f$ is continuous, then $f$ is rd-continuous.
(ii) If $f$ is rd-continuous, then $f$ is regulated.
(iii) If the jump operator $\sigma$ is rd-continuous, then so is $f^{\sigma}$.
(iv) Assume $f$ is continuous. If $g: T \longrightarrow R$ is regulated or rd-continuous, then fog has that property too.

Theorem 2.11 (Existence of pre-antiderivatives). Let f be regulated. Then there exists a function F which is pre-differentiable with region of differentiation $D$ such that $F^{\Delta}(t)=f(t)$ holds for all $t \in D$.

Definition 2.12. Assume $f: T \longrightarrow R$ is a regulated function. Any function $F$ as in theorem (above) is called a pre-anti derivative of $f$. We define the indefinite integral of a regulated function $f$ by

$$
\int \mathrm{f}(\tau) \Delta \mathrm{t}=\mathrm{F}(\mathrm{t})+\mathrm{C}
$$

where $C$ is an arbitrary constant and $f$ is a pre-anti derivative of $f$. We define the Cauchy integral by

$$
\int_{\mathrm{r}}^{\mathrm{s}} \Delta(\mathrm{t})=\mathrm{F}(\mathrm{~s})-\mathrm{F}(\mathrm{r})
$$

for all $r, s \in T$.
A function $F: T \longrightarrow R$ is called an anti derivative of $f: T \longrightarrow R$ provided

$$
F^{\Delta}(t)=f(t)
$$

holds for all $t \in T^{k}$.
Definition 2.13. If $a \in T, \sup T=\infty$ and $f$ is rd-continuous on $[a, \infty)$ then we define the improper integral by

$$
\int_{a}^{\infty} f(t) \Delta t=\lim _{b \longrightarrow \infty} \int_{a}^{b} f(t) \Delta t
$$

provided this limit exists, and we say that the improper integral converges in this case. If this limit does not exist, then we say that the improper integral diverges.

Theorem 2.14. Let $f$ be a function which is $\Delta$-integrable from $a$ to $b$, for $t \in[a, b]$, define $F(t)=\int_{a}^{t} f(\tau) \Delta \tau$. Then F is continuous on $[\mathrm{a}, \mathrm{b}]$. If $\mathrm{t}_{0} \in[\mathrm{a}, \mathrm{b})$ and if f is continuous at $\mathrm{t}_{0}$ provided $\mathrm{t}_{0}$ is right-dense, then F is $\Delta$-differentiable at $\mathrm{t}_{0}$ and $\mathrm{F}^{\Delta}\left(\mathrm{t}_{0}\right)=\mathrm{f}\left(\mathrm{t}_{0}\right)$.

Theorem 2.15. Any set of $d$-linearly independent solutions $y_{1}, y_{2}, \ldots, y_{d}$ of

$$
\begin{equation*}
y^{\Delta}=A(t) y \tag{2.1}
\end{equation*}
$$

is called a fundamental set of solutions and the matrix with $y_{1}, y_{2}, \ldots, y_{d}$ as its columns is called a fundamental matrix for the equation (2.1) and is denoted by $\Phi$. The fundamental matrix $\Phi$ is non-singular.
Theorem 2.16. Let $\mathrm{A} \in \mathrm{R}$ be an $\mathrm{d} \times \mathrm{d}$ matrix-valued function on T and suppose that $\mathrm{f}: \mathrm{T} \longrightarrow \mathrm{R}^{\mathrm{d}}$ is rd-continuous. Let $\mathrm{t}_{0} \in \mathrm{~T}$ and $\mathrm{y}_{0} \in \mathrm{R}^{\mathrm{d}}$. Then the initial value problem

$$
y^{\Delta}(t)=A(t) y(t)+f(t), y\left(t_{0}\right)=y_{0}
$$

has a unique solution $\mathrm{y}: \mathrm{T} \longrightarrow \mathrm{R}^{\mathrm{d}}$. Moreover, this solution is given by

$$
y(\mathrm{t})=\Phi_{\mathcal{A}}\left(\mathrm{t}, \mathrm{t}_{0}\right) \mathrm{y}_{0}+\int_{\mathrm{t}_{0}}^{\mathrm{t}} \Phi_{\mathcal{A}}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \Delta \tau
$$

where $\Phi_{\mathcal{A}}\left(\mathrm{t}, \mathrm{t}_{0}\right)$ is a fundamental matrix.
Also we introduce some definitions, results, and notations of $\Psi$ boundedness.
Let $R^{d}$ be the Euclidean d-space. For $x=\left(x_{1}, x_{2}, x_{3}, \ldots, x_{d}\right)^{\top} \in R^{d}$, let $\|x\|=\max \left\{\left|x_{1}\right|,\left|x_{2}\right|,\left|x_{3}\right|, \ldots,\left|x_{d}\right|\right\}$ be the norm of $x$. For a $d \times d$ real matrix $A=\left(a_{i j}\right)$, we define the norm $|A|=\sup _{\|x\| \leqslant 1}\|A x\|$.

Let $\Psi_{i}: T \rightarrow(0, \infty), i=1,2, \ldots d$, be continuous functions and

$$
\Psi=\operatorname{diag}\left[\Psi_{1}, \Psi_{2}, \ldots \Psi_{d}\right]
$$

Definition 2.17. A function $\varphi: T \rightarrow R^{d \times d}$ is said to be $\Psi$-bounded on $T$ if the matrix function $\Psi \varphi$ is bounded on $T$ (i.e., there exists $L_{2}>0$ such that $|\Psi(t) \varphi(t)| \leqslant L_{2}$ for all $t \in T$ ).
Definition 2.18. A function $\varphi: T \rightarrow R^{d \times d}$ is said to be Lebesgue $\Psi$-integrable on $T$ if $\varphi$ is $\Delta$ measurable and $\Psi \varphi$ is Lebesgue integrable on $T$.

By a solution of (1.1), we mean an absolutely continuous function satisfying (1.1) for almost all $t \in T$.
Let the vector space $R^{d}$ be represented as a direct sum of three subspaces $X_{-}, X_{0}, X_{+}$such that a solution $y(t)$ of (2.1) is $\Psi$-bounded on $T$ if and only if $y(0) \in X_{0}$ and $\Psi$-bounded on $T^{+}=[0, \infty)$ if and only if $y(0) \in X_{-} \oplus X_{0}$. Also, let $P_{-}, P_{0}$, and $P_{+}$denote the corresponding projections of $R^{d}$ onto $X_{-}, X_{0}$, and $X_{+}$, respectively.

In the next section we establish our main results. It may be noted that, by a fundamental sequence in a Banach space, $X$, we mean a sequence in $X$ whose span $Y$ is dense in $X$. In other words, every element in $X$ can be approximated by an element in the span. That is, given $x \in X$, we can find a $y \in Y$ such that $\|x-y\|$ is small. This concept is used in our main results.

## 3. Main result

Theorem 3.1. If A is a continuous $\mathrm{d} \times \mathrm{d}$ real matrix on T , then (1.1) has at least one $\Psi$-bounded solution on T for every Lebesgue $\Psi$-delta integrable function $\mathrm{f}: \mathrm{T} \rightarrow \mathrm{T}^{\mathrm{d}}$ on T if and only if there exists a positive constant K such that

$$
\begin{align*}
\left|\Psi(t) \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s)\right| \leqslant \mathrm{K} & \text { for } \mathrm{t}>0, \sigma(\mathrm{~s}) \leqslant 0, \\
\left|\Psi(\mathrm{t}) \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{-}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s})\right| \leqslant \mathrm{K} & \text { for } \mathrm{t}>0, \sigma(\mathrm{~s})>0, \sigma(\mathrm{~s})<\mathrm{t}, \\
\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s})\right| \leqslant \mathrm{K} & \text { for } \mathrm{t}>0, \sigma(\mathrm{~s})>0, \sigma(\mathrm{~s}) \geqslant \mathrm{t}, \\
\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s})\right| \leqslant \mathrm{K} & \text { for } \mathrm{t} \leqslant 0, \sigma(\mathrm{~s})<\mathrm{t},  \tag{3.1}\\
\left|\Psi(\mathrm{t}) \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{+}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s})\right| \leqslant \mathrm{K} & \text { for } \mathrm{t} \leqslant 0, \sigma(\mathrm{~s}) \geqslant \mathrm{t}, \sigma(\mathrm{~s})<0, \\
\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s})\right| \leqslant \mathrm{K} & \text { for } \mathrm{t} \leqslant 0, \sigma(\mathrm{~s}) \geqslant \mathrm{t}, \sigma(\mathrm{~s}) \geqslant 0 .
\end{align*}
$$

Proof. For "only if" part, suppose that the system (1.1) has at least one $\Psi$-bounded solution on T for every Lebesgue $\Psi-\Delta$ integrable function $\mathrm{f}: \mathrm{T} \rightarrow \mathrm{T}^{\mathrm{d}}$ on T . We shall define by
i) $C_{\Psi}$ : the Banach space of all $\Psi$-bounded and continuous functions $x: T \rightarrow T^{d}$ with the norm $\|x\|_{C_{\Psi}}=$ $\sup _{t \in \mathrm{~T}}\|\Psi(\mathrm{t}) x(\mathrm{t})\|$;
ii) B: the Banach space of all Lebesgue $\Psi-\Delta$ integrable functions $x: T \rightarrow T^{d}$ with the norm $\|x\|_{B}=$ $\int_{-\infty}^{+\infty}\|\Psi(\mathrm{t}) x(\mathrm{t})\| \Delta \mathrm{t}$;
iii) D : the set of all functions $\mathrm{x}: \mathrm{T} \rightarrow \mathrm{T}^{\mathrm{d}}$ which are absolutely continuous on all intervals $\mathrm{J} \subset \mathrm{T}$, $\Psi$-bounded on $T, x(0) \in X_{-} \oplus X_{+}$and $x^{\Delta}-A x \in B$.
Obviously, $D$ is a vector space and $x \rightarrow\|x\|_{D}=\|x\|_{C_{\Psi}}+\left\|x^{\Delta}-A x\right\|_{B}$ is a norm on $D$.
Step 1. $\left(D,\|\cdot\|_{D}\right)$ is a Banach space. Let $\left(x_{n}\right)_{n \in N}$ be a fundamental sequence of elements of $D$. Then, it is a fundamental sequence in $C_{\psi}$. Therefore, there exists a continuous and $\Psi$-bounded function $x: T \rightarrow T^{d}$ such that $\lim _{n \rightarrow \infty} \Psi(t) x_{n}(t)=\Psi(t) x(t)$, uniformly on $T$. From the inequality

$$
\begin{aligned}
\left\|x_{n}(\mathrm{t})-x(\mathrm{t})\right\| & \leqslant\left\|\Psi^{-1}(\mathrm{t}) \Psi(\mathrm{t}) x_{n}(\mathrm{t})-\Psi^{-1}(\mathrm{t}) \Psi(\mathrm{t}) x(\mathrm{t})\right\|, \quad \mathrm{t} \in \mathrm{~T}, \\
& \leqslant \mid \Psi^{-1}(\mathrm{t})\left\|\Psi(\mathrm{t}) x_{n}(\mathrm{t})-\Psi(\mathrm{t}) x(\mathrm{t})\right\|, \quad \mathrm{t} \in \mathrm{~T},
\end{aligned}
$$

it follows that $\lim _{n \rightarrow \infty} x_{n}(t)=x(t)$, uniformly on every compact subset of $T$. Thus, $x(0) \in X_{-} \oplus X_{+}$.
On the other hand, the sequence $\left(f_{n}\right)_{n \in N}$, where $f_{n}(t)=x_{n}^{\Delta}(t)-A(t) x_{n}(t)$, is a fundamental sequence in the Banach space $B$. Thus, there exists $f \in B$ such that

$$
\lim _{n \rightarrow \infty} \int_{-\infty}^{+\infty}\left\|\Psi(t)\left(f_{n}(t)-f(t)\right)\right\| \Delta t=0
$$

For a fixed, but arbitrary, $t \in T$, we have

$$
\begin{aligned}
x(t)-x(0) & =\lim _{n \rightarrow \infty}\left(x_{n}(t)-x_{n}(0)\right) \\
& =\lim _{n \rightarrow \infty} \int_{0}^{t} x_{n}^{\Delta}(s) \Delta s \\
& =\lim _{n \rightarrow \infty} \int_{0}^{t}\left[x_{n}^{\Delta}(s)-A(s) x_{n}(s)+A(s) x_{n}(s)\right] \Delta s \\
& =\lim _{n \rightarrow \infty} \int_{0}^{t}\left[\Psi^{-1}(s) \Psi(s)\left[x_{n}^{\Delta}(s)-A(s) x_{n}(s)\right]+A(s) x_{n}(s)\right] \Delta s \\
& =\lim _{n \rightarrow \infty} \int_{0}^{t}\left[\Psi^{-1}(s) \Psi(s) f_{n}(s)+A(s) x_{n}(s)\right] \Delta s \\
& =\lim _{n \rightarrow \infty} \int_{0}^{t}\left[\Psi^{-1}(s) \Psi(s)\left(f_{n}(s)-f(s)+f(s)+A(s) x_{n}(s)\right)\right] \Delta s \\
& =\int_{0}^{t}(f(s)+A(s) x(s)) \Delta s .
\end{aligned}
$$

It follows that $x^{\Delta}-A x=f \in B$ and $x$ is absolutely continuous on all intervals $J \subset T$. Thus, $x \in D$. Now, from

$$
\lim _{n \rightarrow \infty} \Psi(t) x_{n}(t)=\Psi(t) x(t), \quad \text { uniformly on } T
$$

and

$$
\lim _{n \rightarrow \infty} \int_{-\infty}^{+\infty}\left\|\Psi(t)\left[\left(x_{n}^{\Delta}(t)-\mathcal{A}(t) x_{n}(t)\right)-\left(x^{\Delta}(t)-\mathcal{A}(t) x(t)\right)\right]\right\| \Delta t=0
$$

it follows that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \Psi(t)\left\|x_{n}-x\right\|_{D} & =\sup _{t \in T}\left\|\Psi(t)\left(x_{n}-x\right)\right\|+\left\|\left(x_{n}-x\right)^{\Delta}-A(t)\left(x_{n}-x\right)\right\|_{B} \\
& =\sup _{t \in T}\left\|\Psi(t)\left(x_{n}-x\right)\right\|+\int_{0}^{+\infty}\left\|\Psi(t)\left[\|\left(x_{n}\right)^{\Delta}-\mathcal{A}(t)\left(x_{n}\right)-\left(x^{\Delta}-\mathcal{A}(t) x\right)\right]\right\| \Delta t=0
\end{aligned}
$$

Hence

$$
\lim _{n \rightarrow \infty} x_{n}(t)=x(t) .
$$

Thus, $\left(D,\|\cdot\|_{D}\right)$ is a Banach space.
Step 2. There exists a positive constant $K$ such that, for every $f \in B$ and for corresponding solution $x \in D$ of (2.1), we have

$$
\begin{equation*}
\sup _{\mathrm{t} \in \mathrm{~T}}\|\Psi(\mathrm{t}) x(\mathrm{t})\| \leqslant \mathrm{K} \int_{-\infty}^{+\infty}\|\Psi(\mathrm{t}) \mathrm{f}(\mathrm{t})\| \Delta \mathrm{t} . \tag{3.2}
\end{equation*}
$$

For this, define the mapping $T: D \rightarrow B, T x=x^{\Delta}-A x$. This mapping is clearly linear and bounded, with $\|\mathrm{T}\| \leqslant 1$.

Let $T x=0$. Then, $x^{\Delta}=A x, x \in D$. This shows that $x$ is a $\Psi$-bounded solution on $T$ of (2.1). Then, $x(0) \in X_{0} \cap\left(X_{-} \oplus X_{+}\right)=\{0\}$. Thus, $x=0$, such that the mapping $T$ is "one-to-one".

Let $f \in B$ and let $x$ be the $\Psi$-bounded solution on $T$ of the system (1.1). Let $z$ be the solution of the Cauchy problem

$$
z^{\Delta}(\mathrm{t})=\mathrm{A}(\mathrm{t}) z+\mathrm{f}(\mathrm{t}), \quad z(0)=\left(\mathrm{P}_{-}+\mathrm{P}_{+}\right) x(0) .
$$

Then $u(t)=x(t)-z(t)$ is a solution of (2.1) with $u(0)=x(0)-\left(P_{-}+P_{+}\right) x(0)=P_{0} x(0)$. From the Definition of $X_{0}$, it follows that $z(\mathrm{t})$ is $\Psi$-bounded on T. Thus, $z$ is $\Psi$-bounded on T. Therefore, $z$ belongs to D and $\Theta z=$ f. Consequently, the mapping $\Theta$ is "onto".

From a fundamental result of Banach space: "If $\Theta$ is a bounded one-to-one linear operator of one Banach space onto another, then the inverse operator $\Theta^{-1}$ is also bounded" (this is a consequence of the open mapping theorem in Banach spaces which can be found in Simmons [18]), we have $\left\|\Theta^{-1} f\right\|_{D} \leqslant$ $\left\|\Theta^{-1}\right\|\|f\|_{B}$, for all $f \in B$.

For a given $f \in B$, let $x=\Theta^{-1} f$ be the corresponding solution $x \in D$ of (1.1). We have

$$
\|x\|_{D}=\|x\|_{C_{\Psi}}+\left\|x^{\Delta}-A x\right\|_{B}=\|x\|_{C_{\Psi}}+\|f\|_{B} \leqslant\left\|\Theta^{-1}\right\|\|f\|_{B}
$$

or

$$
\|x\|_{C_{\Psi}} \leqslant\left(\left\|\Theta^{-1}\right\|-1\right)\|f\|_{B}=K\|f\|_{B} .
$$

This inequality is equivalent to (3.1). Thus, the end of the proof.
Step 3. Let $\Theta_{1}<0<\Theta_{2}$ be a fixed points but arbitrarily, and let $\mathrm{f}: \mathrm{T} \rightarrow \mathrm{T}^{\mathrm{d}}$ a function in B which vanishes on $\left(-\infty, \Theta_{1}\right] \cup\left[\Theta_{2},+\infty\right)$. It is easy to see that the function $x: T \rightarrow T^{d}$ defined by

$$
x(t)= \begin{cases}-\int_{\Theta_{1}}^{0} \Phi(t) P_{0} \Phi^{-1}(\sigma(s)) f(s) \Delta s-\int_{\Theta_{1}}^{\Theta_{2}} \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) f(s) \Delta s, & t<\Theta_{1}, \\ \int_{\Theta_{1}}^{t} \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) f(s) \Delta s+\int_{0}^{t} \Phi(t) P_{0} \Phi^{-1}(\sigma(s)) f(s) \Delta s-\int_{t}^{\Theta_{2}} \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) f(s) \Delta s, & \Theta_{1} \leqslant t \leqslant \Theta_{2}, \\ \int_{\Theta_{1}}^{\Theta_{2}} \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) f(s) \Delta s+\int_{0}^{\Theta_{2}} \Phi(t) P_{0} \Phi^{-1}(\sigma(s)) f(s) \Delta s, & t>\Theta_{2},\end{cases}
$$

is the solution in D of the system (1.1). Now, we put

$$
G(t, s)= \begin{cases}\Phi(t) P_{-} \Phi^{-1}(\sigma(s)), & \sigma(s) \leqslant 0<t \\ \Phi(t)\left(P_{0}+P_{-}\right) \Phi^{-1}(\sigma(s)), & 0<\sigma(s)<t \\ -\Phi(t) P_{+} \Phi^{-1}(\sigma(s)), & 0<t \leqslant \sigma(s), \\ \Phi(t) P_{-} \Phi^{-1}(\sigma(s)), & \sigma(s)<t \leqslant 0 \\ -\Phi(t)\left(P_{0}+P_{+}\right) \Phi^{-1}(\sigma(s)), & t \leqslant \sigma(s)<0 \\ -\Phi(t) P_{+} \Phi^{-1}(\sigma(s)), & t \leqslant 0 \leqslant \sigma(s)\end{cases}
$$

This function is continuous on $T^{2}$ except on the line $t=\sigma(s)$, where it has a jump discontinuity. Then, we have $x(t)=\int_{\Theta_{1}}^{\Theta_{2}} \mathrm{G}(\mathrm{t}, \sigma(\mathrm{s})) \mathrm{f}(\mathrm{s}) \Delta \mathrm{s}, \mathrm{t} \in \mathrm{T}$.

- For $\mathrm{t}<\Theta_{1}$, we have

$$
\begin{aligned}
\int_{\Theta_{1}}^{\Theta_{2}} \mathrm{G}(\mathrm{t}, \sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} & =-\int_{\Theta_{1}}^{0} \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{+}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}-\int_{0}^{\Theta_{2}} \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& =-\int_{\Theta_{1}}^{0} \Phi(\mathrm{t}) \mathrm{P}_{0} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}-\int_{\Theta_{1}}^{\Theta_{2}} \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}=x(\mathrm{t}) .
\end{aligned}
$$

- For $t \in\left[\Theta_{1}, 0\right)$, we have

$$
\begin{aligned}
\int_{\Theta_{1}}^{\Theta_{2}} \mathrm{G}(\mathrm{t}, \sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}= & \int_{\Theta_{1}}^{\mathrm{t}} \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}-\int_{\mathrm{t}}^{0} \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{+}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& -\int_{0}^{\Theta_{2}} \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
= & \int_{\Theta_{1}}^{\mathrm{t}} \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}+\int_{0}^{\mathrm{t}} \Phi(\mathrm{t}) \mathrm{P}_{0} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& -\int_{\mathrm{t}}^{\mathrm{T}_{2}} \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}=x(\mathrm{t}) .
\end{aligned}
$$

- For $t \in\left(0, \Theta_{2}\right]$, we have

$$
\begin{aligned}
\int_{\Theta_{1}}^{\Theta_{2}} \mathrm{G}(\mathrm{t}, \sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}= & \int_{\Theta_{1}}^{0} \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}+\int_{0}^{\mathrm{t}} \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{-}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& -\int_{\mathrm{t}}^{\Theta_{2}} \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
= & \int_{\Theta_{1}}^{\mathrm{t}} \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}+\int_{0}^{\mathrm{t}} \Phi(\mathrm{t}) \mathrm{P}_{0} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& -\int_{\mathrm{t}}^{\Theta_{2}} \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}=x(\mathrm{t}) .
\end{aligned}
$$

- For $\mathrm{t}>\Theta_{2}$, we have

$$
\begin{aligned}
\int_{\Theta_{1}}^{\Theta_{2}} \mathrm{G}(\mathrm{t}, \sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} & =\int_{\Theta_{1}}^{0} \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}+\int_{0}^{\Theta_{2}} \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{-}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& =\int_{\Theta_{1}}^{\Theta_{2}} \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}+\int_{0}^{\Theta_{2}} \Phi(\mathrm{t}) \mathrm{P}_{0} \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& =x(\mathrm{t}) .
\end{aligned}
$$

Now, the inequality (3.1) becomes

$$
\sup _{\mathrm{t} \in \mathrm{~T}}\left\|\Psi(\mathrm{t}) \int_{\Theta_{1}}^{\Theta_{2}} \mathrm{G}(\mathrm{t}, \sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}\right\| \leqslant \mathrm{K} \int_{\Theta_{1}}^{\Theta_{2}}\|\Psi(\mathrm{t}) \mathrm{f}(\mathrm{t})\| \Delta \mathrm{t} .
$$

For a fixed points $\sigma(s) \in T, \delta>0$ and $\xi \in T^{d}$, but arbitrarily, let $f$ the function defined by

$$
f(t)= \begin{cases}\Psi^{-1}(t) \xi, & \text { for } \sigma(s) \leqslant t \leqslant \sigma(s)+\delta \\ 0, & \text { elsewhere }\end{cases}
$$

Clearly, $f \in B,\|f\|_{B}=\delta\|\xi\|$. The above inequality becomes

$$
\left\|\int_{s}^{s+\delta} \Psi(t) G(t, \sigma(u)) \Psi^{-1}(u) \xi \Delta u\right\| \leqslant K \delta\|\xi\| \quad \text { for all } t \in T .
$$

Dividing by $\delta$ and letting $\delta \rightarrow 0$, we obtain for any $\mathrm{t} \neq \mathrm{s}$,

$$
\left\|\Psi(t) G(t, \sigma(s)) \Psi^{-1}(s) \xi\right\| \leqslant K\|\xi\| \quad \text { for all } t \in T, \xi \in T^{d}
$$

Hence, $\left|\Psi(\mathrm{t}) \mathrm{G}(\mathrm{t}, \sigma(\mathrm{s})) \Psi^{-1}(\mathrm{~s})\right| \leqslant \mathrm{K}$, which is equivalent to (3.1). By continuity, (3.1) remains valid also in the excepted case $t=\sigma(s)$.

Now, we prove the "if" part. Suppose that the fundamental matrix Y of (2.1) satisfies the condition (3.1) for some $K>0$. Let $f: T \rightarrow T^{d}$ be a Lebesgue $\Psi$-delta integrable function on $T$. We consider the function $u: T \rightarrow T^{d}$ defined by

$$
\begin{equation*}
u(t)=\int_{-\infty}^{t} \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) f(s) \Delta s+\int_{0}^{t} \Phi(t) P_{0} \Phi^{-1}(\sigma(s)) f(s) \Delta s-\int_{t}^{\infty} \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) f(s) \Delta s \tag{3.3}
\end{equation*}
$$

Step 4. The function $u$ is well-defined on $T$. Indeed, for $v<t \leqslant 0$, we have

$$
\int_{v}^{t}\left\|\Phi(t) P_{-} \Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s=\int_{v}^{t}\left\|\Psi^{-1}(t) \Psi(t) \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s)\right\| \Delta s
$$

$$
\begin{aligned}
& \leqslant\left|\Psi^{-1}(\mathrm{t})\right| \int_{v}^{\mathrm{t}} \mid \Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s})\|\Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s} \\
& \leqslant K\left|\Psi^{-1}(\mathrm{t})\right| \int_{v}^{\mathrm{t}}\|\Psi(\mathrm{~s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s},
\end{aligned}
$$

which shows that the integral $\int_{-\infty}^{t} \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) f(s) \Delta s$ is absolutely convergent. For $t>0$, we have the same result.

Similarly, the integral $\int_{t}^{\infty} \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) f(s) \Delta s$ is absolutely convergent. Thus, the function $u$ is well-defined and is an absolutely continuous function on all intervals $\mathrm{J} \subset \mathrm{T}$.
Step 5. The function $u$ is a solution of (1.1). Indeed, for almost all $t \in T$, we have

$$
\begin{aligned}
u^{\Delta}(t)= & \int_{-\infty}^{t} \Phi^{\Delta}(t) P_{-} \Phi^{-1}(\sigma(s)) f(s) \Delta s+\left[\Phi(\sigma(t)) P_{-} \Phi^{-1}(t) f(t)-0\right] \\
& +\int_{0}^{t} \Phi^{\Delta}(t) P_{0} \Phi^{-1}(\sigma(s)) f(s) \Delta s+\left[0-\Phi(\sigma(t))(t) P_{0} \Phi^{-1}(t) f(t)\right] \\
& -\int_{t}^{\infty} \Phi^{\Delta}(t) P_{+} \Phi^{-1}(\sigma(s)) f(s) \Delta s-\left[0-\Phi(\sigma(t))(t) P_{+} \Phi^{-1}(t) f(t)\right. \\
= & \int_{-\infty}^{t} A(t) \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) f(s) \Delta s+Y(\sigma(t))(t) P_{-} \Phi^{-1}(t) f(t) \\
& +\int_{0}^{t} A(t) \Phi(\sigma(t)) P_{0} \Phi^{-1}(\sigma(s)) f(s) \Delta s+\Phi(\sigma(t)) P_{0} \Phi^{-1}(t) f(t) \\
& -\int_{t}^{\infty} A(t) \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) f(s) \Delta s+\Phi(\sigma(t)) P_{+} \Phi^{-1}(t) f(t) \\
= & A(t) u(t)+\Phi(\sigma(t))\left(P_{-}+P_{0}+P_{+}\right) \Phi^{-1}(t) f(t)=A(t) u(t)+f(t) .
\end{aligned}
$$

This shows that the function $u$ is a solution of (1.1).
Step 6. The solution $u$ is $\Psi$-bounded on $T$. Indeed, for $t<0$, we have

$$
\begin{aligned}
\Psi(\mathrm{t}) \mathfrak{u}(\mathrm{t})= & \int_{-\infty}^{\mathrm{t}} \Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& +\int_{0}^{\mathrm{t}} \Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{0} \Phi^{-1}(\mathrm{~s}) \Psi^{-1}(\sigma(\mathrm{~s})) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& -\int_{\mathrm{t}}^{\infty} \Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
= & \int_{-\infty}^{\mathrm{t}} \Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& -\int_{\mathrm{t}}^{0} \Psi(\mathrm{t}) \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{+}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& -\int_{0}^{\infty} \Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta s .
\end{aligned}
$$

Then

$$
\|\Psi(\mathrm{t}) \mathrm{u}(\mathrm{t})\| \leqslant \mathrm{K} \cdot \int_{-\infty}^{\infty}\|\Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s}
$$

For $t \geqslant 0$, we have

$$
\Psi(\mathrm{t}) \mathbf{u}(\mathrm{t})=\int_{-\infty}^{\mathrm{t}} \Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}
$$

$$
\begin{aligned}
& +\int_{0}^{t} \Psi(t) \Phi(t) P_{0} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s) \Delta s-\int_{t}^{\infty} \Psi(t) \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s) \Delta s \\
= & \int_{-\infty}^{0} \Psi(t) \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s) \Delta s \\
& +\int_{0}^{t} \Psi(t) \Phi(t)\left(P_{0}+P_{-}\right) \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s) \Delta s \\
& -\int_{t}^{\infty} \Psi(t) \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s) \Delta s .
\end{aligned}
$$

Then

$$
\|\Psi(\mathrm{t}) \mathfrak{u}(\mathrm{t})\| \leqslant \mathrm{K} \cdot \int_{-\infty}^{\infty}\|\Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s}
$$

Hence

$$
\sup _{t \in T}\|\Psi(t) u(t)\| \leqslant K \cdot \int_{-\infty}^{\infty}\|\Psi(s) f(s)\| \Delta s
$$

which shows that the solution $u$ is $\Psi$-bounded on $T$. The proof is now complete.
In a particular case, we have the following result.
Theorem 3.2. If the homogeneous equation (2.1) has no nontrivial $\Psi$-bounded solution on $T$, then the (1.1) has a unique $\Psi$-bounded solution on $T$ for every Lebesgue $\Psi$-delta integrable function $f: T \rightarrow T^{\mathrm{d}}$ on T if and only if there exists a positive constant K such that

$$
\begin{align*}
& \left|\Psi(t) \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s)\right| \leqslant K \sigma(s) \quad \text { for }-\infty<\sigma(s)<t<+\infty, \\
& \left|\Psi(t) \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s)\right| \leqslant K t \leqslant \sigma(s) \quad \text { for }-\infty<t \leqslant \sigma(s)<+\infty . \tag{3.4}
\end{align*}
$$

In this case, $\mathrm{P}_{0}=0$ and the proof is as above.
Next, we prove a theorem in which we will see that the asymptotic behavior of solutions to (1.1) is determined completely by the asymptotic behavior of the fundamental matrix Y .

Theorem 3.3. Suppose that:
(1) the fundamental matrix $\Phi(t)$ of (3.4) satisfies:
(a) condition (3.1) is satisfied for some $\mathrm{K}>0$;
(b) the following conditions are satisfied:
(i) $\lim _{\mathrm{t} \rightarrow \pm \infty}\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{0}\right|=0$;
(ii) $\lim _{t \rightarrow-\infty}\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{+}\right|=0$;
(iii) $\lim _{\mathrm{t} \rightarrow+\infty}\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{-}\right|=0$;
(2) the function $\mathrm{f}: \mathrm{T} \rightarrow \mathrm{T}^{\mathrm{d}}$ is Lebesgue $\Psi$-delta integrable on T .

Then, every $\Psi$-bounded solution $\times$ of (1.1) is such that

$$
\lim _{t \rightarrow \pm \infty}\|\Psi(t) x(t)\|=0
$$

Proof. By Theorem 3.1, for every Lebesgue $\Psi$-integrable function $\mathrm{f}: \mathrm{T} \rightarrow \mathrm{T}^{\mathrm{d}}$, the equation (1.1) has at least one $\Psi$-bounded solution on T .

Let $x$ be a $\Psi$-bounded solution on $T$ of (1.1). Let $\mathfrak{u}$ be defined by (3.3). The function $u$ is a $\Psi$-bounded solution on T of (1.1).

Now, let the function $y(t)=x(t)-u(t)-\Phi(t) P_{0}(x(0)-u(0)), t \in T$. Obviously, $y$ is a solution on $T$ of (2.1). Because $\Psi(t) \Phi(t) P_{0}$ is bounded on $T, y$ is $\Psi$-bounded on $T$. Thus, $y(0) \in X_{0}$. On the other hand,

$$
y(0)=x(0)-\mathfrak{u}(0)-Y(0) P_{0}(x(0)-u(0))=\left(P_{-}+P_{+}\right)(x(0)-u(0)) \in X_{-} \oplus X_{+} .
$$

Therefore, $\mathrm{y}(0) \in X_{0} \cap\left(\mathrm{X}_{-} \oplus \mathrm{X}_{+}\right)=\{0\}$ and then, $\mathrm{y}=0$. It follows that

$$
x(t)=\Phi(t) P_{0}(x(0)-u(0))+u(t), t \in T
$$

Now, we prove that $\lim _{t \rightarrow \pm \infty}\|\Psi(t) u(t)\|=0$. For $t \geqslant 0$, we write again

$$
\begin{aligned}
\Psi(\mathrm{t}) \mathrm{u}(\mathrm{t})= & \int_{-\infty}^{0} \Psi(\mathrm{t}) \Phi(\mathrm{t}) P_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& +\int_{0}^{\mathrm{t}} \Psi(\mathrm{t}) \Phi(\mathrm{t})\left(\mathrm{P}_{0}+P_{-}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s} \\
& -\int_{\mathrm{t}}^{\infty} \Psi(\mathrm{t}) \Phi(\mathrm{t}) P_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s}) \Delta \mathrm{s}
\end{aligned}
$$

Let $\varepsilon>0$. From the hypotheses: there exists $\mathrm{t}_{0}<0$ such that

$$
\int_{-\infty}^{t_{0}}\|\Psi(s) f(s)\| \Delta s<\frac{\varepsilon}{5 K^{\prime}}
$$

there exists $t_{1}>0$ such that, for all $t \geqslant t_{1}$,

$$
\left|\Psi(t) \Phi(t) P_{-}\right|<\frac{\varepsilon}{5}\left(1+\int_{t_{0}}^{0}\left\|\Phi^{-1}(s) f(s)\right\| \Delta s\right)^{-1}
$$

there exists $t_{2}>t_{1}$ such that, for all $t \geqslant t_{2}$,

$$
\int_{t}^{\infty}\|\Psi(s) f(s)\| \Delta s<\frac{\varepsilon}{5 K}
$$

there exists $t_{3}>t_{2}$ such that, for all $t \geqslant t_{3}$,

$$
\left|\Psi(\mathrm{t}) \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{-}\right)\right|<\frac{\varepsilon}{5}\left(1+\int_{0}^{\mathrm{t}_{2}}\left\|\Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s})\right\| \Delta \mathrm{s}\right)^{-1}
$$

Then, for $t \geqslant t_{3}$, we have

$$
\begin{aligned}
& \|\Psi(\mathrm{t}) \mathrm{u}(\mathrm{t})\| \leqslant \int_{-\infty}^{\mathrm{t}_{0}}\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{-} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s})\right|\|\Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s} \\
& +\int_{\mathrm{t}_{0}}^{0}\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{-}\right|| | \Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s}) \| \Delta \mathrm{s}+\int_{0}^{\mathrm{t}_{2}} \mid \Psi(\mathrm{t}) \Phi(\mathrm{t})\left(\mathrm{P}_{0}\right. \\
& \left.+\mathrm{P}_{-}\right)\left|\left\|\Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s})\right\| \Delta \mathrm{s}+\int_{\mathrm{t}_{2}}^{\mathrm{t}}\right| \Psi(\mathrm{t}) \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{-}\right) \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s}) \mid\|\Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s} \\
& +\int_{t}^{\infty}\left|\Psi(t) \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s)\right|| | \Psi(s) f(s) \| \Delta s \\
& <K \int_{-\infty}^{t_{0}}\|\Psi(s) f(s)\| \Delta s+\frac{\varepsilon}{5\left(1+\int_{\mathfrak{t}_{0}}^{0}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s\right)} \int_{\mathbf{t}_{0}}^{0}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s \\
& +\frac{\varepsilon}{5\left(1+\int_{0}^{t_{2}}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s\right)} \int_{0}^{t_{2}}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s \\
& +K \int_{t_{2}}^{t}\|\Psi(s) f(s)\| \Delta s+K \int_{t}^{\infty}\|\Psi(s) f(s)\| \Delta s \\
& <\mathrm{K} \frac{\varepsilon}{5 \mathrm{~K}}+\frac{\varepsilon}{5}+\frac{\varepsilon}{5}+\mathrm{K}\left(\int_{\mathrm{t}_{2}}^{\mathrm{t}}\|\Psi(\mathrm{~s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s}+\int_{\mathrm{t}}^{\infty}\|\Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s}\right)<\frac{3 \varepsilon}{5}+\mathrm{K} \frac{\varepsilon}{5 \mathrm{~K}}<\varepsilon .
\end{aligned}
$$

This shows that $\lim _{t \rightarrow+\infty}\|\Psi(t) u(t)\|=0$.
For $t<0$, we write again

$$
\begin{aligned}
\Psi(t) u(t)= & \int_{-\infty}^{t} \Psi(t) \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s) \Delta s \\
& -\int_{t}^{0} \Psi(t) \Phi(t)\left(P_{0}+P_{+}\right) \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s) \Delta s \\
& -\int_{0}^{\infty} \Psi(t) \Phi(t) P_{+} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s) \Psi(s) f(s) \Delta s
\end{aligned}
$$

Let $\varepsilon>0$. From the hypotheses, we have: there exists $t_{0}>0$ such that

$$
\int_{\mathrm{t}^{0}}^{+\infty}\|\Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s}<\frac{\varepsilon}{5 \mathrm{~K}}
$$

there exists $t_{4}<0$ such that, for all $t<t_{4}$,

$$
\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{+}\right|<\frac{\varepsilon}{5}\left(1+\int_{0}^{\mathrm{t}^{0}}\left\|\Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s})\right\| \Delta \mathrm{s}\right)^{-1}
$$

there exists $t_{5}<t_{4}$ such that, for all $t \leqslant t_{5}$,

$$
\int_{-\infty}^{t}\|\Psi(s) f(s)\| \Delta s<\frac{\varepsilon}{5 K}
$$

there exists $t_{6}<t_{5}$ such that, for all $t \leqslant t_{6}$,

$$
\left|\Psi(t) \Phi(t)\left(P_{0}+P_{+}\right)\right|<\frac{\varepsilon}{5}\left(1+\int_{t_{5}}^{0}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s\right)^{-1}
$$

Then, for $t \leqslant t_{6}$, we have

$$
\begin{aligned}
& \|\Psi(t) u(t)\| \leqslant \int_{-\infty}^{t}\left|\Psi(t) \Phi(t) P_{-} \Phi^{-1}(\sigma(s)) \Psi^{-1}(s)\right|\|\Psi(s) f(s)\| \Delta s \\
& +\int_{t}^{t_{5}}\left|\Psi(t) \Phi(t)\left(P_{0}+P_{+}\right) \Phi^{-1}(\sigma(s)) \Psi^{-1}(s)\right|\|\Psi(s) f(s)\| \Delta s \\
& +\int_{\mathrm{t}_{5}}^{0}\left|\Psi(\mathrm{t}) \Phi(\mathrm{t})\left(\mathrm{P}_{0}+\mathrm{P}_{+}\right)\right|\left\|\Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s})\right\| \Delta \mathrm{s}+\int_{0}^{\mathrm{t}^{0}}\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{+}\right|\left\|\Phi^{-1}(\sigma(\mathrm{~s})) \mathrm{f}(\mathrm{~s})\right\| \Delta \mathrm{s} \\
& +\int_{t^{0}}^{+\infty}\left|\Psi(\mathrm{t}) \Phi(\mathrm{t}) \mathrm{P}_{+} \Phi^{-1}(\sigma(\mathrm{~s})) \Psi^{-1}(\mathrm{~s})\right|\|\Psi(\mathrm{s}) \mathrm{f}(\mathrm{~s})\| \Delta \mathrm{s} \\
& <K \int_{-\infty}^{t}\|\Psi(s) f(s)\| \Delta s+K \int_{t}^{t_{5}}\|\Psi(s) f(s)\| \Delta s \\
& +\frac{\varepsilon}{5\left(1+\int_{\mathfrak{t}_{5}}^{0}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s\right)} \int_{\mathfrak{t}_{5}}^{0}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s \\
& +\frac{\varepsilon}{5\left(1+\int_{0}^{t^{0}}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s\right)} \int_{0}^{t^{0}}\left\|\Phi^{-1}(\sigma(s)) f(s)\right\| \Delta s+K \int_{t^{0}}^{+\infty}\|\Psi(s) f(s)\| \Delta s \\
& <K\left(\int_{-\infty}^{t}\|\Psi(s) f(s)\| \Delta s+\int_{t}^{t_{5}}\|\Psi(s) f(s)\| \Delta s\right)+\frac{\varepsilon}{5}+\frac{\varepsilon}{5}+K \frac{\varepsilon}{5 K}<K \frac{\varepsilon}{5 K}+\frac{3 \varepsilon}{5}<\varepsilon .
\end{aligned}
$$

This shows that $\lim _{t \rightarrow-\infty}\|\Psi(\mathrm{t}) \mathrm{u}(\mathrm{t})\|=0$.
Now, it is easy to see that $\lim _{t \rightarrow \pm \infty}\|\Psi(t) x(t)\|=0$. The proof is now complete.

## Acknowledgements

The authors are highly thankful to the referees for their useful suggestions and necessary corrections.

## References

[1] O. Akinyele, On partial stability and boundedness of degree k, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8), 65 (1978), 259-264. 1
[2] M. Bohner, A. Peterson, Dynamic Equations on Time Scales, An Introduction with Applications, Birkhäuser, Boston, (2001). 1, 2
[3] M. Bhoner, A. Peterson, Advances in Dynamic equations on time scales, Birkhäuser, Boston, (2003). 2.2, 2
[4] P. N. Boi, Existence of $\Psi$-bounded solutions on R for nonhomogeneous linear differential equations, Electron. J. Differential Equations, 2007 (2007), 10 pages. 1
[5] A. Constantin, Asymptotic Properties of Solutions of Differential Equations, An. Univ. Timioara Ser. tiin. Mat., 30 (1992), 183-225. 1
[6] W. A. Coppel, Stability and Asymptotic Behavior of Differential Equations, D. C. Heath and Co., Boston, (1965).
[7] A. Diamandescu, Existence of $\Psi$-bounded solutions for a system of differential equations, Electron. J. Differential Equations, 2004 (2004), 6 pages. 1
[8] A. Diamandescu, Note on the $\Psi$-boundedness of the solutions of a system of differential equations, Acta Math. Univ. Comen., 73 (2004), 223-233.
[9] A. Diamandescu, A Note on the $\Psi$-boundedness for differential systems, Bull. Math. Soc. Sci. Math. Roum., Nouv. Sér., 48 (2005), 33-43. 1
[10] A. Diamandescu, A note on the existence of $\Psi$-bounded solutions for a system of differential equations on $\mathbb{R}$, Electron. J. Differential Equations, 2008 (2008), 11 pages. 1
[11] A. Diamandescu, Existence of Bounded Solutions for Linear Difference Equations on $\mathbb{Z}$, Electron. J. Qual. Theory Differ. Equ., 2008 (2008), 13 pages.
[12] Y. L. Han, J. L. Hong, Existence of $\Psi$-bounded solutions for linear difference equations, Appl. Math. Lett., 20 (2007), 301-305. 1
[13] S. Hilger, Analysis on measure chains a unified approach to continuous and discrete calculus, Results Math., 18 (1990), 18-56. 1
[14] V. Lakshmikantam, S. G. Deo, Method of variation of parameters for dynamic systems, Gordon and Breach Science Publishers, Amsterdam, (1998).
[15] V. Lakshmikantham, S. Sivasundaram, B. Kaymakelan, Dynamic systems on measure Chains, Kluwer Academic Publishers, Dordrecht, (1996).
[16] J. Morchalo, On ( $\Psi-\mathrm{L}_{\mathfrak{p}}$ )-stability of nonlinear systems of differential equations, An. Stiint. Univ.'Al. I. Cuza'Iasi, Mat., 36 (1990), 353-360. 1
[17] K. N. Murty, Y. Wu, V. Kanuri, Metrics that suit for dichotomy, well conditioning and object oriented design on measure chains, Nonlinear Stud., 18 (2011), 621-637. 1
[18] G. F. Simmons, Introduction to Topology and Modern Analysis, Robert E. Krieger Publishing Co., Melbourne, (2003). 3


[^0]:    *Corresponding author
    Email addresses: vis.kanuri@gmail.com (Kasi Viswanadh V. Kanuri), bhavyarsn@gmail.com (R. Suryanarayana), nkanuri@hotmail.com (K. N. Murty)
    doi: 10.22436/jmcs.020.01.01
    Received: 2019-04-25 Revised: 2019-06-08 Accepted: 2019-06-15

