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Abstract

In this paper, we prove that the interior approximate controllability of the linear strongly damped wave equation is not
destroyed if we add impulses, nonlocal conditions, and a nonlinear perturbation with delay in the state. Specifically, we prove
the interior approximate controllability of the semilinear strongly damped wave equation with impulses, delays, and nonlocal
conditions. This is done by applying Roth’s Fixed Point Theorem and the compactness of the semigroup generated by the linear
uncontrolled system. Finally, we present some open problems and a possible general framework to study the controllability of
impulsive semilinear second-order diffusion process in Hilbert spaces with delays and nonlocal conditions.
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1. Introduction

In this paper, we study the interior approximate controllability of the following strongly damped
semilinear wave equations with delays

WN +ﬂ(_A)l/2W/ +‘Y(_A)W = 1wu(t/ X) + f(t/W/W,/W(t - Tl)/ . Iw(t _Tm)/

. (1.1)
wit—r1) ..., W {t—r1m),ult,x))in Q,

in the space Z/2 = D((—A)Y2) x L2(Q) where w' = 2%, w” = %z—tvz", QO c RN, N > 1is a bounded

domain, vy and 1 are positive numbers. Along with Dirichlet boundary condition, nonlocal conditions,
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and impulses

w(t,x) =0, on Q,,
w(s,x) +hi(w(t1 +5s,%),...,w(tg +5,%)) = d1(s,x),

w/(s,x) + oW/ (11 +5,%),..., W (Tg +5,%)) = dals,x), inQ_,,
w’(tfg,x) =w/(t,x) + I (ti, wite, x), W/ (ti, x), ult, x)), k=1,...,p.

Here A denotes de Laplacian operator, Q is a bounded domain in RN (N > 1), 9Q denotes the boundary
of O, O = (0,7l xQ, Oy = (0,7) x30Q, O, = [-1,0] x Q, w is an open nonempty subset of Q,
14 denotes the characteristic function of the set w, the distributed control u belongs to L,([0, t]; L2(Q)),
¢i 1 [-1,00 x Q — R, i = 1,2, are continuous functions, 0 < 11 < --- < 14y < 1 are the delays, and
0<m<- <1<t

From now on, we shall assume the following hypotheses.

H1) The functions Iy : [0,T] X RXRXxR — R, k=1,...,p,f:[0,T] X RXxRXxR™ xR™ xR — R, and
h; : RY — R, i = 1,2 are smooth enough, such that the above problem admits solutions according
with [15].

H2) The following estimates hold:

m
|f(t/ E1119/ Evl/- . '/Em/ﬁ‘l/- . 19TTL/‘u‘)| < a0(|Ev|(XO + |8|£XO) + Z al(|£l|pl + |191|P],) (12)
1=1

+bolwlP +co, 1w D, &L ER,
|Ik(t/ Ev/%/u” < ak(|((_'|06k + |8|cxk) _+_bk|LL|Bk + Cx, k = 1/- P Y, ((_',.8 S R/ (13)

q ) )
|hi(£1/---/£q)| < Z e]1<|£}|c; +65/ i= 1/2/ (E»ll"'laq) € Iqu (14)
j=1
|hi(51,---,<iq)—hi(f)l/---ﬁqﬂ<K1H1]_<Xq|5j—19j|, i=1,2 §&,9%€eR, (1.5)
1
S <oBr<l k=01..p,
1
S<m<l l=1..m
1 .
§<C]<1/ J:]-/'”lq/

and

wlt, x) =w(t),x) = lim w(t,x), w(t,,x) = lim w(t,x).
t—ty) t—ty

To set this problem, we shall choose the following natural Banach space:

PCy, tp ([-7,7;ZY2) ={z: ] = (0,7 — ZY/?:z € C(J';Z"/?), 32(t], ), z(t, ) and z(ty, ) = z(t], )},
J" = [-r,7\{t1, t2,...,tp} endowed with the norm |z, = SUP e[ rq llz(t,)|| y1/2, where z = (w,v)T =

(w,w¢) " and

’ 1/2
Iz 12 = (J (H(—A)WWH n Hv||2)dx> , forall z € Z1/2.
Q

Remark 1.1. It is clear that PCy, ¢, ([-T,1]; Z1/2) is a closed subspace of the Banach space of all piecewise
continuous functions PC([—r, ]; Z1/?) with the supreme norm, which implies that PCy, +, ([-7,T]; ZY2) is
a Banach space with the same norm.

We note that the interior controllability of the following strongly damped wave equation without
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impulses, delays, and nonlocal conditions

w =0, on (0,T) x 0Q), (1.6)

W +1(=A)V2wW 4 y(—A)w = 1,u(t,x), in (0,7] x Q,
w(0,x) =wp(x) W' (0,x) =wi(x), in Q,

has been proved in [13], where some ideas are taken to study this present problem. Finally, the ap-
proximate controllability of the system (1.1) follows from the approximate controllability of (1.6), the
compactness of the semigroup generated by the uncontrolled linear equations, the conditions (1.2)-(1.5)
satisfied by f, hy, hy, I, and applying the following theorem.

Theorem 1.2 (Rothe’s Fixed Theorem, [1, 10, 26]). Let E be a Banach space. Let B C E be a closed convex
subset such that the zero of E is contained in the interior of B. Let ® : B — E be a continuous mapping with ®(B)
relatively compact in E and ®(0B) C B. Then there is a point x* € B such that ®(x*) = x*.

Recently, there are many papers on evolution equations with impulses and delay or with impulses
and nonlocal conditions or with local conditions and delays, where not only the controllability is studied,
but also other aspects are studied, such as the existence of mild solutions, synchronization, stability, etc..
To mention, we have the following references: [3-5, 8, 9, 12, 18, 20, 21, 24, 25].

2. Abstract formulation of the problem.

In this section, we choose a Hilbert space where system (1.1) can be written as an abstract differential
equation; to this end, we shall use the following notations.
Let X = U = [?(Q) = [2(Q,R) and consider the linear unbounded operator A : D(A) € X — X
defined by
A@ = —A@, where D(A) = H>(Q,R) N H}(Q, R).

The fractional powered spaces X* (see details in [13]) are given by

X*=D(A%) = {x e X: Z A2 Enx|? < oo} ,

n=1

endowed with the norm

o 1/2
Ixllo = [[A%X]| = (Z AR IEnXI2> ,
n=1

where {E;} is a family of complete orthogonal projections in X; and for the Hilbert sapce Z* = X* x X the

corresponding norm is
w 2 2
1] =Vl

ZOL
Proposition 2.1. Given j > 1, the operator Pj : Z* — Z* defined by

_|H 0
b= [ 0 ] @
is a continuous (bounded) orthogonal projection in the Hilbert space Z*.

Hence, the equation (1.1) can be written as an abstract second order ordinary differential equation in
X as

w” +nAY 20 £ yAw = Bu+ e (t, w(t), w/(t), we(—11), ..., Wi (—Tm),
wi(—=11),...,Wwi(—Tm),u(t)), te (0,7], t#ty,

w(s) +g1(Wry, ..., we )(s) = d1(s), w(s)+ ga(wry, ..., we )(s) = dals), se€[-10],

w/ () =w'(ti) + IE (te, wit), W' (ti), ulty)), k=1,...,p,

(2.2)
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where

I€:00,1 x 22 x U — X,
(t,W,V,LL)(') — Ik(t,W('),V('),U(')),
£€:00,1] x ZV? x C™([—r,05; ZV/?) x C™([—r,0]; Z"/?) x U — X

f(tlw(')lv(')/ (pl(_rll ')r~ .. (P(_rm/ r )/
R e R A I

o uU—u,
u(-) — 1eou(s),
gi : C([-,05; X) — C([-,0];X),
gil@1,...,0q)(s,-) = hi(@1(s,-),..., @q(s,")), i=1,2.

A change of variable v = w’ transforms the second order equation (2.2) into the following first order
system of ordinary differential equations with impulses, delays, and nonlocal conditions in the space Z!/2.

z(s) + g(zx, - -, 22, )(8) = d(s), s € [-1,0], (2.3)
z(ty) = z(ty) + T (e, z(tic), ultie), k=1,...,q,

where u € C([0,7],U), z= (w,v)T, & = (d1,$2) " € C([-7,0],X), z¢ defined as a function from [—,0] to
z71/2 by z¢(s) = z(t+s),—1 < s < 0,
L ke

—YA —mAl/?

{ 2/ =Az+ By +F(t,z(t), ze(—11), ..., ze(—Tm), 1), t#ty,

is an unbounded linear operator with domain D(A) = D(A) x D(AY2), Ix represents the identity in X,

B : U — 212,
uw—s (0,Bou)
T 1 (0,7 x ZV/%2 x U —s 7172,
(t,z,u) — (0,1 (t, w,v,u)) T,
F:[0,1 x 212 x C™([—r,0],2"/?) x U — 712,

0

1 m
bz % r0 '“)H<fe(t,w,v,d>%(—n),...,¢r(—rm),¢§(—r1),...,w(—rm),u))'

and
g: CY([—r,0;X) — C([-r,0];X) x C([-,0];X),

1 q . gl(d)%(sl')/"'/d)?(sl'))
9Lo% - 05, ) <gz(¢§(s,-),...,¢§(s,-) '

Definition 2.2 (Approximate controllability). The system (2.3) is said to be approximately controllable on

[0, 7] if for every ¢ = (1, d2) € C([-, 0];Z21/2), z! € Z1/2 and ¢ > 0, there exists u € C([0,7];L2(Q)) such
that the solution z(t) of (1.1) corresponding to u verifies:

z(0) + (h(zx,, ..., 2¢,))(0) = $(0) and  ||z(1) —2'|| 12 < e

The hypotheses (1.2), (1.3), (1.4), and (1.5), together with the continuous inclusion X2 c X, yield the
following.
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Proposition 2.3. The functions J, Jy, and g satisfy:

m
||5F(t/ z, (I)l/ ceey d)ml u’)HZl/Z < ao”ZH;?/Z + ZHLHCI)]'(—TI)HPL —|—60”qu0 —|—EO’
1=1

|9 (t,z, W) 212 < @iell2l| 35 + DrcullOF +2, k=1,...,p, 2.4

q
lg(dr,..., dollc <D @lldillE +2, di€C,
i=1
|9(Z”Cl/ X '/ZTq) - Q(Wle v /WTq)| < KHZ_WHPCtl.th ([71-,1—];21/2)/ zZ,W e PCtl...tp'

It is well known that the operator A generates a strongly continuous semigroup {T(t)}¢>o in the space
Z1/2, which is also analytic. Furthermore, Lemma 2.1 in [14] yields the following.

Proposition 2.4. The semigroup {T(t)}+>0 generated by the operator A is compact and has the following represen-
tation

Tt)z=) eM'Pz, zeZV? t2>0, (2.5)
j=1

where {P;};>¢ is a complete family of orthogonal projections in the Hilbert space Z'/? given by (2.1) and

0 1 ,
A; =RjPj, Rj= 12|, i1

—Y?\j —T]?\]-

Moreover, eMit = eRitPj, the eigenvalues of R; are

+ /2 —4 0 -1
7\__7\}/2<W‘;77>, j=12,..., and A =RjPj, Rf“—[ ;/2]/

) YA; —n7\)

and
IT)] < MM, y)e Pt t>0,

B = AZ min {Re <”i “212_4Y> } .

where

3. Controllability of the unperturbed linear equation

In this section, we shall present some characterization of the interior approximate controllability of
the linear strongly damped equation without impulses, delays, and nonlocal conditions. To this end, we
note that, for all zg € Z/2 and u € L,([0, 7]; U) the initial value problem
Z =Az+Bou(t), z€Z,

Vo )

where the control function u belongs to L, ([0, 7]; U), admits only one mild solution given by

z(t) = T(t)zg +J(: T(t—s)Bou(s)ds, tel[0,1].
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Definition 3.1. For system (3.1) we define the following linear operators. The controllability operator (for
>0)G:L(0,t;U) — 7172 s given by

Su = JOT T(t—s)Bou(s)ds,

whose adjoint operator G* : Z1/2 — 1,([0,1]; Z) is given by
(G*z)(s) = B5 T (t—s)z, Vsel0,1, VzeZY2

Therefore, the Grammian operator W : Z1/2 — 71/2 is given by

Wz = G§G%z = J T(t—s)BuwB,, T (t—s)ds.
0

The following lemma holds in general for a linear bounded operator § : W — Z between Hilbert
spaces W and Z.

Lemma 3.2 ([2, 6, 7, 17]). The equation (3.1) is approximately controllable on [0,7] if, and only if, one of the
following statements holds:

a) Rang(9) = z7Y/2;

b) Ker(5*) = {0};

¢) ($G*z,z) >0,z #0in Z/?;

d) limy_,0+ (ol +GG5*) "1z =0;

e) Bi,T"(t)z=0, vtel[0,1], =z=0.

Remark 3.3. Lemma 3.2 implies that for all z € Z1/2, we have that Guy = z — &(«I + §G*) 1z, where
Ug =G (aI+85%) 'z, ae(0,1].
So, limy—,0 Guy = z and the error E,z of this approximation is given by
Eoz = a(al+95%) 'z, ac (0,1l
Also, Lemma 3.2 implies that the family of linear operators I'y : Z — L,(0,T; U), defined for 0 < o« < 1 by
Taz =B, T*()(al 4+ 55%) 'z = §*(al + G5*) 'z,
satisfies
lim GTy =1,
a—0
in the strong topology.
Proposition 3.4 ([17]). If Rang(§) = 712 then
sup [l +95*) 71| < 1.

>0
Remark 3.5. The proof of the following Theorem follows from the foregoing characterization of dense
range linear operators and the classical unique continuation for elliptic equations (see [23]), and it is
similar to the one given in Theorem 4.1 in [16].

Theorem 3.6. Under the conditions mentioned above, system (3.1) is approximately controllable on [0, T]. Moreover,
a sequence of controls steering the system (3.1) from initial state zq to an € neighborhood of the final state z, at time
T > 0 s given by

Ua(t) = BET* (t— ) (ad + §5*) (21 — T(7)z0),

and the error of this approximation E is given by

Eo = o(ad +G5%) (21 — T(1)20).
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4. The system with impulses, delays, and nonlocal conditions

In this section, we shall prove the main result of this paper, the interior approximate controllability of
the semilinear strongly damped wave equation with impulses, delays, and nonlocal conditions given by
(1.1), which is equivalent to prove the approximate controllability of the system (2.3). To this end, for all
¢ € Cand u € C([0,7]; U) the initial value problem, according with the recent work from [15, 19, 27],

z(s) + (g(le,sz,...,qu))(s) = ¢(s), s € [-r,0l],

{ Z/ =Az+ CBLU‘LL—i_ g’(t,Z(t),lt(—T1),Zt(—T2), .. 'IZt(_Tm)Iu)/ te (O/T]/
z(t)) = z(ty) + T (tie, z(ti), ult)), k=123...,p

admits only one mild solution z € PCy,...¢, ([-7,7]; 7Y% given by

t

2(t) =T(O(0) — T(V[(g(z - .., 22, )) (0)] + JO T(t— s)Beuls)ds

+ Jt T(t—5s)F(s,z(s),zs(—T1),25(—T2), ..., zs(—Tm ), u(s))ds
0

+ > Tt =)t z(t), ulty)), t€(0,1,

O<tp<t
z(t) + (g(zg, - )21, N(t) = ¢(t), tel-r,0],
according to [4, 11, 15].
Now, we are ready to present and prove the main result of this paper, which is the interior approximate

controllability of the semilinear strongly damped wave equation with impulses, delays, and nonlocal
conditions (1.1). Note that, we shall define the following operator

8% : PCy,...tp ([=1,7; Z1?) x C([0,7]; U) = PCq,...t,, ([=7,11; Z1?) x C([0,7]; U)

by the following formula:
(y,v) = (87 (z,u), 85 (z, 1)) = 8%(z,u),

where
y(t) =87 (z,w)(t) = T(t)d(0) — T(t)[(g(zty, - - -, 2t,)) (0)]
—I—Jt T(t—5)Bw(TaL(z,u))(s)ds
0
+ Jt T(t—s)F(s,z(s),z(s —11),2(s —T12),...,z(s —Tm),u(s))ds (4.1)
0
+ ) Tt — )Tt z(ti), ulty)), t € 10,1,
O<tp<t
y(t) +(g(ze, .-, 2e))(H) = (1), te -0,
and

v(t) =85 (z,u)(t) = (TaLl(z,w))(t) = BLT (1 —t) (ol + W)flﬂ(z,u),t € 0,1, 4.2)
with £ : PCPCy,...t, ([-7,7); Z1/2) x C([0,7]; U) — Z/2 given by
L(z,u) =z1 — T(1)$(0) + T(1)l(g(zxy, - - -, 21,)) (0)]

— L T(t—s)F(s,z(s),z(s —11),...,2(s —Tm),u(s))ds (4.3)

_ Z T(t— )T (b, z(te), w(ty)).

O<tx<tT
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Theorem 4.1. Under conditions (1.2)-(1.5), the nonlinear system (1.1) is approximately controllable on [0, T].
Moreover, a sequence of controls steering the system (1.1) from initial state & to an e-neighborhood of the final state
z! at time © > 0 is given by

U (t) = BETH(1—t)(al + W) ' L(zo, ua), t € (0,7,
and the error of this approximation Eyz is given by

Eaz =ax(al + W)71L(z%, uy),
t

z%(t) =T(1)$(0) = T()[(g(zry, - -, 22, ) (0)] + JO T(t—s)Bwux(s)ds

+ JtT(t— $)F(s,z*(s),z%(s —711),...,z%(s —Tm), ux(s))ds
0

+ Y Tl — )Tt 2%t ualti)), t €10,

O<tp<t

z%(t) + (g(zty, - -, 2e)) (1) = B(t), te[-70L

Proof. We shall prove this Theorem by claims. Before proving the Theorem, we note that ||B, || = 1 and
T < Mn,v)e Pt t>0.

Claim 1. The operator 8% is continuous. In fact, it is enough to prove that the operators:
S‘lx : PCt]"'tP ([_r/ T]/ Zl/z) X C( [0/ T]/ u) — PCtl"'tp ( [_T/ ’d/ Zl/z)
and
85 : PCy,...tp ([=1,7; ZY%) x C([0,7]; U) — C([0,7}; W),
defined above are continuous. The continuity of 8§ follows from the continuity of the nonlinear functions
g, F(t, d,u), Ik (t, z,u) and the following estimate
185 (2, W) (1) — S (w,v) (1)

t
<KRllz=wlpe, vz +L M, y)e P (ad +W) 1|16 (2, w) — £ (w, v ds

t
+ L M, v)e PE=9))1F(s, z(s),z(s —11),...,2z(s — Tm), u(s))

—F(s,w(s),w(s—11),...,W(s —1m),v(s))|lds

+ ) M, y)e PU8I)9y (e, 2(t), ulti)) — Tic (b, witi), vt

o<t<t

On the other hand,

1£(z, 1) = L(w, V]

< KHZ’_WHPCtl...tP([—T,T];Zl/z) +TM(m,y) sup [|F(s,z(s),...,uls)) —F(s,w(s),...,v(s))|
s€[0,7]

+ Y Mmy)e PU 0 (b 2(t), ulti)) — T (e, witi), viti)) .

O<tk<T
Therefore

HSEX(Z/U') _SEX(W/V)” <]~<||Z_VV||PCJ[1N¢P([fr,"c};Zl/z)

+L; sup ||F(s,z(s),...,u(s)) —F(s,w(s),...,v(s))
s€(0,7]
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+Lo Y [Tl z(t), wlte) — Tt wit), vt

O<tx<tT

where L1 = (1, y)(TM(, ) ||(«l + W) 71| +1) and L = (1 +t™M(n,v) | («l + W)~L||). The continuity of
the operator 85 follows from the continuity of the operators £ and I'y define above.
Claim 2. The operator §* is compact. In fact, let D be a bounded subset of PCy,...¢, (J; ZV/2) x C(J;U). Tt
follows that V(z,u) € D, we have

ng(/zfu)H g L3/ H(O('I—i_w)il'c(zlu)" < ]—4/ HL(Z,U)H < ]—5/ ||jk(‘/Zlu)|| <lk/ k:1121"'lp'

Therefore, §*(D) is uniformly bounded.
Now, consider the following estimate

[18%(z,u)(02) — 8%(z, W) (o1)]l| = |87 (z,w)(02) — 87 (2, w)(o1) || + |85 (z,u) (02) — 85 (2, u)(01)]-
Without lose of generality, we assume that 0 < 07 < 0. On the other hand, we have that:

185 (2, w)(02) — 8§ (z,u) (01)[| <[[T(02) = T(o)|| {I|db[l +[[[(g(zx,, - -, 22, ))(0)]] }

ro

n H 02 —8) — T(o1 —s)||[|£(z,u)(s)||ds

ro

+ HT(Gz—5)||||L(Z,u)(s)||ds

ro1

—i—d IT(o2 —s) —T(o1 —s)||[|F(s,z(s),z(s —11),...,z(s —Tm)u(s))||ds
+ [ H o2 — 8)||[|F(s, z(s),z(s —=T1),...,z(s —rm)u(s))||ds
+OZ [T(o2 — i) — Tlor — ti) [l Twe (tie, z (1), wti)) |

<tx<oj
+ ) T2 — ti) T (e, z(t), ulti) |,

o1<tr<on

and
185 (2, u)(02) — 85 (z,w)(01)|| < [|[T* (T — 02) — T*(t— o) ||| (2l + W) ' L (z, 1) .

On the other hand, since T(t) is a compact operator for t > 0, then from [22] we know that the function
0 <t — T(t) is uniformly continuous. So,

lim [ T(o2) — T(oy)| =0.

|oa—0o1|—=0

Consequently, if we take a sequence {@; :j =1,2,...} on 8%(D), this sequence is uniformly bounded and
equicontinuous on the interval [, t1] and, by Arzela theorem, there is a sub-sequence {(p} j=1,2,...}
of {¢j :j =1,2,...}, which is uniformly convergent on [, t;].

Consider the sequence {(p} :j=1,2,...} on the interval (t;, to]. On this interval the sequence {(p} Hj=
1,2,...} is uniformly bounded and equicontinuous, and for the same reason, it has a sub-sequence {(p]?}
uniformly convergent on [T, t5].

Continuing this process for the intervals (tp, tal, (t3,t4l, ..., (tp, T, we see that the sequence {(pp+1 :

j =1,2,...} converges uniformly on the interval [-r,7]. This means that §%(D) is compact, which implies
the operator 8% is compact.
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Claim 3.

sz will _
lzwii—e [lzwll
where ||[(z,w)||| = ||z|| + |[u|| is the norm in the space PCy,...t, ([, Tl; Z'/?) x C(0,7; Z'/?). In fact, consider

the following estimates:

m q
€0z )| <M+ MafTolz|* +3_ Tz + 3 2l +Bolful® + 2o}
=1 i=1

+M;s Z {@x]lz]| % + o |[ul|Bx + T,

O<tr<T

where

—pT 1 —pT —pT
M =|z1]| + (M, V)e PT[bp(0)], My=—(Mn,y)e PT—=1), and M;z=M(n,y)e PT,

—B
m q .
185 (z,w) || <MaMa]|(a + W) || + MM [ (I + W) [{@ollz %0+ Y @lzl®r + ) &ilzl +bolul|Po + o)
1=1 i=1
+MaMa[(ad+W) 7 Y {alz]“ +bicfluf P+,
O<tk<T
and

185 (2, W)l <Ms{[l2°[| + MiMa||(al + W)~}

m q

+ Mol + MM | (I + W) [ {ao|z]|* + Y @ilzlP + ) @ilzl 4 bolul[P* + co}
=1 i=1

+ Ma{1+ MoMs|| (e + W) T Y {@elz] ™ + Bic [l P* + ).

O<tp<t

Therefore,

18% (2, wll =187 (z, W) + (85 (z, W]

m q
<My + {MaMa| (o + W) H[{1+2Ma)@o |z % + >~ a@lz® + ) &ilz|“ + bolfuf| B + co)
1=1 i=1

+ MM [(al + W) [T+ Ma}+Ms} D {auclzl|* + byl Px + e,
o<tr<t
where My is given by:
My = Ms{l[2°] + (M2 + )M | (ol + W) 7}
Hence,
18z Wl _ My
1z, W[l {2l 4 [l

+ {M3Ma|[ (o + W) {1 + Mo}}

m q _
L — _ C
x @ollzl|* 1+ Y @lzP T+ Y elz™ 4 bglful| P 4 o)
o v, Izl + Tl
— C
+{MaMa|(a + W)Y [{1+ Ma}+Ma} x Y {@llz)|® " + by fJuf| Bxt + ——=—).
0l Izl + [l
Then ga
118>z Wil _ (4.4)

lzwlll—oo ||z, Wl
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Claim 4. The operator 8% has a fixed point. In fact, for a fixed 0 < p < 1, there exists R > 0 big enough
such that
[18%(z, W[l < plll(z, Wl [z, W[l =R

Hence, if we denote by B(0, R) the ball of center zero and radius R > 0, we get that 8*(9B(0, R)) C B(0, R).
Since §% is compact and maps the sphere 9B(0, R) into the interior of the ball B(0, R), we can apply Rothe’s
fixed point Theorem 1.2 to ensure the existence of a point (z*,uy) € B(0,R) C PCy,...t, ([0, 1); ZY?%) x
C([0,t]; U) such that

(2%, uq) = 8%(2%,uq). (4.5)

Claim 5. The sequence {(z%, uy)}xe(0,1] is bounded. In fact, for the purpose of contradiction, let us assume
that {(z%, W)} xe(0,1] is unbounded. Then, there exits a sub-sequence {(z°", ux, )}xe(0,1] C {(z% Wa)txe(0,1]
such that

Tim (2%, e, )| = oo.

On the other hand, from (4.4) we know for all x € (0,1] that

o 185w I
n—oo ||[(z%, ue,, )|l
Particularly, we have the following situation:
181 (2%, ua )l |[18%1(2°2, 10, )[[l [[18%1 (273 ey )] 1181 (% g )l N
Mz, uaq ) (%2 e, ) ] Mz ua )l 777" Mzon ) ’
182 (251, ua )l |[18%2(2%2, g, )|Il  [[I8%2 (273 g, )]l 182 (z°™ wa)Il
Mz wa )] (z%2 e, )] Mz=Bua )l "7 Mz e )] ’
8%k (250 e I [18% (252,100, )1 (118K (253 100y 8% (== ua)lll
NI 22 ey )1 M%)l e im0

Now, applying Cantor’s diagonalization process, we obtain that

§%n (z%n
i 1872 e _
n%0 (2%, e,

and from (4.5) we have that
8% (2%, ua I

-1,
11z, we, )]

which is evidently a contradiction. Then, the claim is true and there exists | > 0 such that

[1z%uadlll <1, (0 <a<1).

Therefore, without loss of generality, we can assume that the sequence £(z*%,1y) converges to y € Z1/2.
So, if
U = Ta L (2% ua) = G (&l + 55) 7 L(2%, ua),

Then,
Gug = GTal (2%, ua) = GG (o + GG*) 1L (2%, ua) = (ol + GG* — o) (] + GG%) 1L (2%, ug)
= L(Zar Ug) — (ol + 99*)715(2“/11“)-

Hence,
Gug — L(2%,uy) = —a(al + G9%) 1L (2%, uy).
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To conclude the proof of this Theorem, it is enough to prove that
lim {—o(l + §5%) 7L (2%, 1) = 0.
o—0
From Lemma 3.2 (d), we get that
lim {o( I + GG*) 1L (2%, uq)} = im (ol + GG*) "Ly + lim (ol 4+ GG*) 1L (2%, ua) — y)
ax—0 ax—0 ax—0
= lim —o(ad +§5) 71 (£(2% ua) —y).
o—0
On the other hand, from Proposition 3.4, we get that
loclod + G5%) 7 (£(2%, ua) = y)|| < [1£(2%, ua) = y)|-
Therefore, since £(z%, 1) converges to y, we get that

iiir}){—oc(od +95%) 1 £L(z%, ux) —y)} = 0.

Consequently,
lm {—a(al + G5*) 1L (2%, 1)} = 0.
ox—0
Then,
Iim{Gus — L£(z%,uy)} = 0.
o—0
Therefore,
Em{T(T)$(0) + T(1)[(g(zxy, - ., 22 ))(0)] + J T(t—s)Bwux(s)ds
o 0
+ J T(t—s)F(s,z%(s),z%(s —11),...,2%(s —Tm), ux(s))ds
0
+ ) T(r— )z (t), ua(ti))} = 21,
o<tr<Tt
and the proof of the theorem is completed. O

As a consequence of the foregoing theorem, we can prove the following characterization.

Theorem 4.2. The system (1.1) with impulses, delays, and nonlocal conditions is approximately controllable if for
all states & and a final state z' and o« € (0, 1] the operator 8% given by (4.1)-(4.3) has a fixed point and the sequence
{£(z%,ua)txe (0] converges, ie.,

(2% ue) = 8%(z% ua),  lim £(2%ua) =y € z'/2,

5. Final remark

Our methodology is simple and can be applied to those second order diffusive processes with im-
pulses, delays, and nonlocal conditions like some control system governed by partial differential equa-
tions. For example, the Benjamin-Bona-Mohany Equation with impulses, delays, and nonlocal conditions,
the beam equations with impulses, delays, and nonlocal conditions, etc..

Moreover, some of these particular problems can be formulated in a more general setting. Indeed, we
can consider the following semilinear evolution equation in a general Hilbert space Z!/2

2/ =Az+ By + F(t,z¢, u(t)), t # ty,
{ z(8) + (g(zry, - -+, 27g))(8) = B(s), s € [-1,0], (5.1)
z(t)) = z(t) + It z(ti), ulti)), k=1,...,q,
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where u € C([0,7],U), z= (w,v) T, & = (d1,$2) " € C([-r,0],X), z¢ defined as a function from [—,0] to
z71/2 by z¢(s) = z(t+s),—1 <s <0,
NS

—YyA —Al/2

is an unbounded linear operator with domain D(A) = D(A) x D(AY?), Ik represents the identity in X,
and A : D(A) C X — Z is an unbounded linear operator in X with the following spectral decomposition:

00 Yj

Ax = A Z <z,djx > b,
ji=1 k=1

with the eigenvalues 0 < A; < Ay < --- < ---Ay — oo of A having finite multiplicity v; equal to the

dimension of corresponding eigenspaces, and {¢; i} is a complete orthogonal set of eigenfunctions of A.
The operator —A generates a strongly continuous compact semigroup {Ta (t)}¢>0 given by

00 Yj
TA(t)X = Z e"‘it Z <X, (b]',k > ij,k.

j=1 k=1

We shall denote by C the space of continuous functions:
C={¢p:[-r0 — YAYRE ¢ is continuous},

endowed with the norm

bl = sup [[d(s)]|z1/2-

—1<s<0

The control u € C([0,t];U), with U = Z, B : X — X is a linear and bounded operator (linear and continu-
ous) and the functions I{ : [0,7] x Zx U — Z, F: [0, 7] x C x U — Z satisfy the following inequalities:

I3t & Wz < aollp(=m)Z" + [y + co
1Ttz Wl 202 < @izl S+ Bl B +e, k=1,...,p,

q
H9(¢1;---/¢q)||c<Z§i”¢i”g+é0/ ¢i € C,
i=1

|g(zT1,...,qu) — g(le,...,WTq)| < KHZ_WHPCtl.“tP([fr,ﬂ;Zl/z)' z,W € PCy...tp-

In this case the characteristic function set is a particular operator B, and the following theorem is a
generalization of Theorem 4.1.

Theorem 5.1. If vectors B* §; x are linearly independent in Z'/2, then the system (5.1) is approximately controllable
on [0,T].

6. Conclusion

In this work we prove the interior approximate controllability of the strongly damped equation with
impulses, delays, and nonlocal conditions by applying Rothe’s fixed point Theorem. After that, we present
some open problems and a possible general framework to study the controllability of semilinear second
order diffusion process in Hilbert spaces with impulses, delays, and nonlocal conditions. The novelty in
this paper is that the literature of control systems with impulses, delays, and nonlocal conditions is very
small, there are a very few numbers of papers on systems with impulses, delays, and nonlocal conditions
simultaneously. That is to say, control systems governed by partial differential equations with impulses,
delays and nonlocal conditions have not been studied much.
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