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#### Abstract

This work investigates the derivations of $n$-dimensional complex evolution algebras, based on the rank of the structural matrix. The spaces of the derivations of evolution algebras under three different conditions that make the rank of the structural matrix equals to $n-2$ are investigated.
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## 1. Introduction

In Tian [13], a new kind of algebra which is called evolution algebras was introduced as a type of genetic algebra that makes possible to deal algebraically with the self-reproduction of alleles in nonMendelian genetics. According to the author and [9], evolution algebras also constitute a fundamental application between algebra, dynamic systems, Markov processes, Knot Theory, Graph Theory and Group Theory.

In between algebras and dynamical systems, evolution algebras are presented as a new field connected with both previously mentioned fields and they could be defined algebraically, their structure has a table of multiplication, which satisfies the conditions of commutative Banach algebra as non-associative Banach algebra in general; dynamically, they represent discrete dynamical systems [5]. Evolution algebras have the following elementary properties: Evolution algebras are not associative, in general; they are commutative, flexible, but not power-associative, in general; direct sums of evolution algebras are also evolution algebras; Kronecker products of evolution algebras are also evolution algebras [13]. Remarkably, evolution algebras are not considered as a well-known class of non-associative algebras, for instance, Lie, alternative and Jordan algebras, since they are not defined by identities. Therefore, the research on these algebras follows different paths [3, 4, 14].

[^0]For any algebra, the space of all its derivations is Lie algebra with respect to the commutator multiplication. In the theory of non-associative algebras, particularly, in genetic algebras, the Lie algebra of derivations of a given algebra is one of the important tools for studying its structure [2, 6, 7, 11-13]. In this regard, the system of equations that describe the derivations of evolution algebras have been posed in [13]. Notably, there are several genetic interpretations of derivation of genetic algebra which have been given in $[8,10]$.

The space of derivations of evolution algebras for non-singular matrices and when rank of the structural matrix equals to $n-1$ were described in [1]. The purpose of the present study is to investigate the derivations of $n$-dimensional complex evolution algebras, based on certain conditions which cause the structural matrix to have rank equals to $n-2$. This paper is organized as follows. Section 2 highlights the definitions and facts about evolution algebras, derivations and related result. Section 3 investigates the derivation of evolution algebras based on certain conditions which cause the structural matrix to have rank equals to $n-2$.

## 2. Preliminaries

In this section, definitions, and related known result about evolution algebras and the derivation are recalled.
Definition 2.1. Let $E$ be a vector space over a field $\mathbb{K}$ with a basis $\left\{e_{1}, e_{2}, \ldots\right\}$ and a multiplication rule . such that

$$
e_{i} \cdot e_{j}= \begin{cases}0, & i \neq j, \\ \sum_{m} a_{i k} e_{m}, & i=j\end{cases}
$$

Then, E is called evolution algebras.
Accurately, the basis $\left\{e_{1}, e_{2}, \ldots\right\}$ is called a natural basis and the matrix $A=\left(a_{i j}\right)_{i, j=1}^{n}$ is denoted as the structural matrix of the finite-dimensional evolution algebras E. Accordingly, the evolution algebras are commutative, and this fact denotes that evolution algebras are flexible. The rank of the structural matrix of finite-dimensional evolution algebras does not depend on the choice of natural basis since $\operatorname{Rank} A=\operatorname{dim}(E \cdot E)$.
Definition 2.2. The derivation of algebra $E$ is a linear operator $d: A \rightarrow A$ such that

$$
\mathrm{d}(u \cdot v)=\mathrm{d}(u) \cdot v+u \cdot \mathrm{~d}(v), \text { for all } u, v \in A .
$$

It is recognized that for any algebra, the space $\operatorname{Der}(\mathrm{E})$ of all derivations is a Lie algebra with the commutator multiplication. In [13], it was illustrated that the space of derivations of evolution algebras $E$ can be described as follows:

$$
\operatorname{Der}(E)=\left\{d \in \operatorname{End}(E) \mid a_{k j} d_{i j}+a_{k i} d_{i j}=0, \text { for } i \neq j ; 2 a_{j i} d_{i i}=\sum_{k=1}^{n} a_{k i} d_{j k}\right\}
$$

where $d$ be a derivation of evolution algebras $E$ with natural basis $\left\{e_{1}, \ldots, e_{n}\right\}$ and $d\left(e_{i}\right)=\sum_{j=1}^{n} d_{i j} e_{j}, 1 \leqslant$ $i \leqslant n$.
Theorem 2.1 ([10]). Let $\mathrm{d}: \mathrm{E} \rightarrow \mathrm{E}$ be a derivation of evolution algebra E with non-singular evolution matrix in basis $\left\langle e_{1}, \ldots, e_{n}\right\rangle$. Then, the derivation d is zero.
Theorem 2.2 ([10]). Let $\mathrm{e}_{\mathrm{n}} \mathrm{e}_{\mathrm{n}}=\sum_{\mathrm{k}=1}^{\mathrm{n}-1} \mathrm{~b}_{\mathrm{k}}\left(\mathrm{e}_{\mathrm{k}} \mathrm{e}_{\mathrm{k}}\right)$ and $\mathrm{b}_{\mathrm{p}} \neq 0, \mathrm{~b}_{\mathrm{q}} \neq 0$ for some $1 \leqslant \mathrm{p} \neq \mathrm{q} \leqslant \mathrm{n}$. Then, $\mathrm{d}=0$.
Theorem 2.3 ([10]). Let $e_{n} e_{n}=\mathrm{b}\left(e_{1} e_{1}\right), \mathrm{b} \neq 0$. Then, derivation d is either zero or it is in one of the following forms up to basis permutation:
(i) $\mathrm{D}_{1}$ where, $\mathrm{d}_{11}=\frac{\delta}{2^{n-s}-1}, 1 \leqslant s \leqslant n-1$ and $\delta^{2}=-\mathrm{bd}_{1 n}^{2}$;
(ii) $\mathrm{D}_{2}$ where, $\mathrm{d}_{22}=\frac{1-2^{\mathrm{m}-\mathrm{k}}}{2^{\mathrm{k}-1}} \mathrm{~d}_{11}, \mathrm{~d}_{11}=\frac{\delta}{2^{\mathrm{m}-\mathrm{k}+1}-1}, 1 \leqslant \mathrm{k}<\mathrm{m} \leqslant \mathrm{n}-1$ and $\delta^{2}=-\mathrm{bd}_{1 n}^{2}$;
(iii) $D_{3}$ where, $\mathrm{d}_{11}=\delta$ and $\delta^{2}=-\mathrm{bd}_{1 n}^{2}$.
where $D_{i}, i=\overline{1,3}$ in the following forms:

$$
\begin{align*}
& \left(\begin{array}{cccccccc}
\mathrm{d}_{11} & 0 & \ldots & 0 & 0 & \ldots & 0 & \mathrm{~d}_{1 n} \\
0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \cdots & 0 & 2 \mathrm{~d}_{11} & \cdots & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & \ldots & 2^{n-s-1} d_{11} & 0 \\
-b d_{1 n} & 0 & \ldots & 0 & 0 & \ldots & 0 & d_{11}
\end{array}\right),  \tag{1}\\
& \left(\begin{array}{ccccccccccc}
\mathrm{d}_{11} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & \mathrm{~d}_{1 \mathrm{n}} \\
0 & \mathrm{~d}_{22} & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & 2^{k-1} \mathrm{~d}_{22} & 0 & \cdots & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \cdots & 0 & 2_{11} & \cdots & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & \vdots & \vdots & \ddots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \cdots & 2^{2 m-k} d_{11} & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
-b d_{1 n} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & d_{11}
\end{array}\right),  \tag{2}\\
& \left(\begin{array}{ccccccccc}
\mathrm{d}_{11} & 0 & \ldots & 0 & 0 & \cdots & 0 & 0 & \mathrm{~d}_{1 n} \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & \cdots & 0 & \frac{\mathrm{~d}_{11}-\mathrm{sin}}{} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & \cdots & \frac{\mathrm{~d}_{11}}{2} & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 & \cdots & 0 & \mathrm{~d}_{11} & 0 \\
-\mathrm{bd}_{1 n} & 0 & \ldots & 0 & 0 & \cdots & 0 & 0 & \mathrm{~d}_{11}
\end{array}\right) . \tag{3}
\end{align*}
$$

Theorem 2.4 ([10]). Let evolution algebras has a matrix $A=\left(a_{i j}\right)_{1 \leqslant i, j \leqslant n}$ in the natural basis $e_{1}, \ldots, e_{n}$ such that $e_{n} e_{n}=0$ and RankA $=n-1$. Then, derivation $d$ of this evolution algebra is either zero or it is in one of the following forms up to basis permutation:

$$
\left(\begin{array}{cccc}
0 & \ldots & 0 & \mathrm{~d}_{1 n}  \tag{4}\\
\vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & d_{n-1 n} \\
0 & \ldots & 0 & 0
\end{array}\right)
$$

where $\sum_{k=1}^{n-1} a_{i k} d_{k n}=0,1 \leqslant i \leqslant n-1$,

$$
\left(\begin{array}{ccccccc}
0 & \ldots & 0 & 0 & \ldots & 0 & 0  \tag{5}\\
\vdots & \ddots & \vdots & \vdots & & \vdots & \vdots \\
0 & \ldots & 0 & 0 & \ldots & 0 & 0 \\
0 & \ldots & 0 & \frac{d_{n n}}{2^{n-k-1}} & \ldots & 0 & d_{k+1 n} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & 0 & \ldots & \frac{d_{n n}}{2} & d_{n-1 n} \\
0 & \ldots & 0 & 0 & \ldots & 0 & d_{n n}
\end{array}\right)
$$

where $d_{i+1 n}=\frac{a_{i n}}{a_{i i+1}}\left(\frac{1}{2^{n-i-1}}-1\right) d_{n n}, a_{i i+1} \neq 0, k+1 \leqslant i \leqslant n-2,1 \leqslant k \leqslant n-1$ and $d_{k+1 n} \in \mathbb{C}$.
It is noticeable that the aforementioned theorems describe the derivations of $n$-dimensional complex evolution algebras depending on non-singular structural matrix and the rank of the structural matrix that equals to $n-1$ which were investigated in [1]. In the next section, three different cases, which make the rank of the structural matrix equals to $n-2$ are going to be described.

## 3. Derivations of evolution algebras

In this section, some auxiliary results should be illustrated about the derivation of evolution algebras when the rank of the structural matrix equals to $n-2$. Accordingly, we will be ready to begin investigating the derivation of evolution algebras.

According to the definition of derivation of evolution algebras, it is easy to see that $\mathrm{d} e_{i} e_{j}+e_{i} \mathrm{~d} e_{j}=0$ and $\mathrm{d} e_{i}^{2}=2 \mathrm{~d} e_{\mathrm{i}}^{2}$ for all $1 \leqslant \mathfrak{i} \neq \mathfrak{j} \leqslant n$. Let $\mathrm{d} e_{\mathrm{k}}=\sum_{i=1}^{n} \mathrm{~d}_{\mathrm{ki}} e_{i}$. Then, the following is obtained:

$$
\begin{align*}
\mathrm{d}_{\mathrm{i} j} e_{\mathrm{j}}^{2}+\mathrm{d}_{\mathrm{j} i} e_{\mathrm{i}}^{2} & =0,  \tag{3.1}\\
\mathrm{de}_{\mathrm{i}}^{2} & =2 \mathrm{~d}_{\mathfrak{i} i} e_{\mathrm{i}}^{2} \text { for all } 1 \leqslant \mathfrak{i} \neq \mathfrak{j} \leqslant n . \tag{3.2}
\end{align*}
$$

Plainly, $e_{1}^{2}, \ldots, e_{n-2}^{2}$ should be linearly independent since $\operatorname{RankA}=n-2$. As consequence of performing a suitable basis permutation, $e_{i}^{2}$ can be rewritten as follows:

$$
\begin{equation*}
e_{i}^{2}=\sum_{k=1}^{n-2} b_{k} e_{k}^{2}, \quad b_{1}, \ldots, b_{n-2} \in \mathbb{C}, i \in\{n-1, n\} . \tag{3.3}
\end{equation*}
$$

Now, (3.2) indicates that $2 d_{i i}$ is an eigenvalue of $d$ for all $1 \leqslant i \leqslant n-2$. Therefore, $\operatorname{spec}(d) \supseteq\left\{2 d_{11}, 2 d_{22}, \ldots\right.$, $\left.2 d_{n-2 n-2}\right\}$ is verified. In addition, (3.1) fulfills that $d_{i j}=d_{j i}=0$ for all $1 \leqslant i \neq j \leqslant n-2$. Let us replace $\mathfrak{i}$ by $n$ and $n-1$ in (3.1) separately, whereupon the following is established:

$$
\begin{align*}
& d_{m j} e_{j}^{2}+d_{\mathfrak{j} m} e_{m}^{2}=0, \quad m \in\{n-1, n\},  \tag{3.4}\\
& \left(d_{n-1 j}+d_{j n-1} b_{j}\right) e_{j}^{2}+\sum_{k=1, k \neq j}^{n-2} d_{j n-1} b_{k} e_{k}^{2}=0,  \tag{3.5}\\
& \left(d_{n j}+d_{\mathfrak{j n}} b_{j}\right) e_{j}^{2}+\sum_{k=1, k \neq j}^{n-2} d_{j n} b_{k} e_{k}^{2}=0 . \tag{3.6}
\end{align*}
$$

Consequently, (3.5) and (3.6) result that $\mathrm{d}_{\mathfrak{j} \mathfrak{n}} \mathrm{b}_{\mathrm{k}}=0, \mathrm{~d}_{\mathfrak{n} \mathfrak{j}}+\mathrm{d}_{\mathfrak{j n}} \mathrm{b}_{\mathfrak{j}}=0, \mathrm{~d}_{\mathfrak{j n}-1} \mathrm{~b}_{\mathrm{k}}=0$ and $\mathrm{d}_{\mathrm{n}-1 \mathrm{j}}+\mathrm{d}_{\mathfrak{j n}-1} \mathrm{~b}_{\mathrm{j}}=0$ for all $1 \leqslant k \neq j \leqslant n-2$.

It can be observed from (3.3) that there are different possible values for $b_{k}$. Therefore, (3.3) can be rewritten by different formulations. In this work, we are going to consider three different values for $b_{k}$, which are used as one of a main conditions in the following theorems. In this regard, we introduce the following example.
Example 3.1. Let $E$ be an evolution algebras with the following structural matrix

$$
A=\left(\begin{array}{cccccc}
a_{11} & a_{12} & \ldots & \ldots & a_{15} & a_{16} \\
a_{21} & a_{22} & \ldots & \ldots & a_{25} & a_{26} \\
a_{31} & a_{32} & \ldots & \ldots & a_{25} & a_{26} \\
a_{41} & a_{42} & \ldots & \ldots & a_{45} & a_{46} \\
a_{51} & a_{52} & \ldots & \ldots & a_{55} & a_{56} \\
a_{61} & a_{62} & \ldots & \ldots & a_{65} & a_{66}
\end{array}\right)
$$

that has rank $n-2$.
As discussed, $e_{5}^{2}$ and $e_{6}^{2}$ can be rewritten as arbitrary linear combination. For instance, the following is obtainable:
(i) Let $e_{6}^{2}=b_{1} e_{1}^{2}+b_{3} e_{3}^{2}$ and $e_{5}^{2}=b_{2} e_{2}^{2}+b_{4} e_{4}^{2}$ such that $b_{i} \neq 0$ for all $i \in\{1,2,3,4\}$, which means that $e_{6}^{2}=b_{1}\left(a_{11} e_{1}+\cdots+a_{16} e_{6}\right)+b_{3}\left(a_{31} e_{1}+\cdots+a_{36} e_{6}\right)$ and $e_{5}^{2}=b_{2}\left(a_{21} e_{1}+\cdots+a_{26} e_{6}\right)+b_{4}\left(a_{41} e_{1}+\right.$ $\cdots+a_{46} e_{6}$ ). This satisfies the rank of the structural matrix $A$ and illustrates the main condition of Theorem 3.1.
(ii) Let $e_{6}^{2}=b_{1} e_{1}^{2}$ and $e_{5}^{2}=b_{2} e_{2}^{2}$ such that $b_{i} \neq 0$ for all $i \in\{1,2\}$, which means that $e_{6}^{2}=b_{1}\left(a_{11} e_{1}+\right.$ $\left.\cdots+a_{16} e_{6}\right)$ and $e_{5}^{2}=b_{2}\left(a_{21} e_{1}+\cdots+a_{26} e_{6}\right)$. This satisfies the rank of the structural matrix $A$ and illustrates the main condition of Theorem (3.2).
(iii) Let $e_{5}^{2}=e_{6}^{2}=0$, which means that $a_{61}=\cdots=a_{66}=0$ and $a_{51}=\cdots=a_{56}=0$. This satisfies the rank of the structural matrix $A$ and illustrates the main condition of Theorem 3.3.

Theorem 3.1. Let E be an evolution algebras with structural matrix $A$ that has rank $n-2$ such that $e_{n}^{2} \neq e_{n-1}^{2}$ and

$$
\mathbf{e}_{i}^{2}= \begin{cases}\sum_{k=1}^{n-2} b_{k} e_{k}^{2}, & b_{p} \neq 0, b_{q} \neq 0, \\ 1 \leqslant p \neq q \leqslant n, & i=n ; \\ \sum_{m=1}^{n-2} b_{m} e_{m}^{2}, & b_{x} \neq 0, b_{y} \neq 0, \\ 1 \leqslant x \neq y \leqslant n, & i=n-1\end{cases}
$$

Then, the derivation d is zero.
Proof. Based on (3.5), (3.6) and meaning of assumption, $d_{\mathfrak{j n}} b_{\mathfrak{p}}=0, d_{\mathfrak{j n}} \mathrm{b}_{\mathrm{q}}=0, \mathrm{~d}_{\mathfrak{j n - 1}} \mathrm{b}_{\mathrm{x}}=0$ and $d_{j n-1} b_{y}=0$ for all $1 \leqslant j \neq p \leqslant n-2$ can simply be obtained. Now, $d_{n-1 j}+d_{j n-1} b_{j}=0$ and $d_{n j}+d_{j n} b_{j}=0$ follow that $d_{j n}=0, d_{n j}=0, d_{n-1 j}=0$ and $d_{j n-1}=0$ for all $1 \leqslant j \leqslant n-2$, whereby indicates that $d=\operatorname{diag}\left\{d_{11}, d_{22}, \ldots, d_{n n}\right\}$. On the other hand, (3.2) gives that $2 d_{n n}$ and $2 d_{n-1 n-1}$ are also eigenvalues of $d$. Hence, $\operatorname{spec}(d)=\left\{d_{11}, d_{22}, \ldots, d_{\mathfrak{n} \mathfrak{n}}\right\}=\left\{2 d_{11}, 2 d_{22}, \ldots, 2 d_{n n}\right\}$, which can only be satisfied if $d=0$.

Theorem 3.2. Let E be an evolution algebras with structural matrix A that has rank $\mathrm{n}-2$ such that $\mathrm{e}_{\mathrm{n}}^{2}=$ $\mathrm{b}_{1} e_{1}^{2}, \mathrm{~b}_{1} \neq 0, e_{n-1}^{2}=\mathrm{b}_{2} e_{2}^{2}, \mathrm{~b}_{2} \neq 0$ and $\left(\mathrm{d}_{1 \mathrm{n}} \neq 0\right.$, or $\left.\mathrm{d}_{2 \mathrm{n}-1} \neq 0\right)$. Then, the derivation d can be expressed in one of the following forms:
(i) $\mathrm{d}=0$, if $\mathrm{d}_{1 \mathrm{n}}=\mathrm{d}_{2 \mathrm{n}-1}=0$;
(ii) $\mathrm{D}_{1}$, where $\mathrm{d}_{22}=\frac{\delta_{1}}{2^{m-(s-1)}-1}, \mathrm{~d}_{11}=\frac{\delta_{2}}{2^{n-(q+1)}-1}, \delta_{2}^{2}=-\mathrm{b}_{1} \mathrm{~d}_{1 n}^{2}$ and $\delta_{1}^{2}=-\mathrm{b}_{2} \mathrm{~d}_{2 n-1}^{2}$;
(iii) $D_{2}$, where $d_{22}=\frac{\delta_{1}}{2^{k-k_{1}+2}-1}, \quad d_{33}=\frac{\left(1-2^{k-k_{1}+1}\right)}{2^{k_{1}-2}} d_{22}, \quad d_{11}=\frac{\delta_{2}}{2^{m-m_{1}+2}-1}, \quad d_{k+1 k+1}=\frac{\left(1-2^{m-m_{1}+1}\right)}{2^{m_{1}-2}} d_{11}$, $\delta_{2}^{2}=-\mathrm{b}_{1} \mathrm{~d}_{1 \mathrm{n}}^{2}$ and $\delta_{1}^{2}=-\mathrm{b}_{2} \mathrm{~d}_{2 \mathrm{n}-1}^{2} ;$
(iv) $D_{3}$, where $\mathrm{d}_{11}=\delta_{2}, \mathrm{~d}_{22}=\delta_{1}, \delta_{2}^{2}=-\mathrm{b}_{1} \mathrm{~d}_{1 \mathrm{n}}^{2}$ and $\delta_{1}^{2}=-\mathrm{b}_{2} \mathrm{~d}_{2 \mathrm{n}-1}^{2}$.

For more information see Appendix.
Proof. Let $e_{n}^{2}=b_{1}\left(e_{1}^{2}\right), b_{1} \neq 0$ and $e_{n-1}^{2}=b_{2}\left(e_{2}^{2}\right), b_{2} \neq 0$. Now, (3.1) indicates the following: $d_{j n}=0$ for all $j \in\{2, \ldots n-1\}, d_{n 1}=-b_{1} d_{1 n}, d_{j n-1}=0$ for all $j \in\{2, \ldots n-2\} \cup\{n\}$ and $d_{n-12}=-b_{2} d_{2 n-1}$. Insertion $n-1$ and $n$ instead of $\mathfrak{i}$ in (3.2) independently, the following can be established:

$$
\begin{aligned}
& 2 b_{1} d_{11} e_{1}^{2}=b_{1} d e_{1}^{2}=d\left(b_{1} e_{1}^{2}\right)=d e_{n}^{2}=2 d_{n n} e_{n}^{2}=2 d_{n n} b_{1} e_{1}^{2} \\
& 2 b_{2} d_{22} e_{2}^{2}=b_{2} d\left(e_{2}^{2}\right)=d b_{2} e_{2}^{2}=d e_{n-1}^{2}=2 d_{n-1 n-1} e_{n-1}^{2}=2 d_{n-1 n-1} b_{2} e_{2}^{2} .
\end{aligned}
$$

This means that $d_{11}=d_{n n}$ and $d_{22}=d_{n-1 n-1}$. Again, by using (3.2), the following is deduced:

$$
a_{\mathfrak{i} 1}\left(d_{11} e_{1}+d_{1 n} e_{n}\right)+a_{i 2}\left(d_{22} e_{2}+d_{2 n-1} e_{n-1}\right)+\sum_{j=3}^{n-2} a_{i j} d_{j j} e_{j}+a_{i n-1}\left(-b_{2} d_{2 n-1} e_{2}+d_{22} e_{n-1}\right)
$$

$$
+a_{i n}\left(-b_{1} d_{1 n} e_{1}+d_{11} e_{n}\right)=d e_{i}^{2}=2 d_{i i} e_{i}^{2}=2 d_{i i} \sum_{j=1}^{n} a_{i j} e_{j}
$$

Which implies the following:

$$
\begin{align*}
& a_{i 1}\left(2 d_{i i}-d_{11}\right)=-a_{i n} d_{1 n} b_{1},  \tag{3.7}\\
& a_{i n}\left(2 d_{i i}-d_{11}\right)=a_{i 1} d_{1 n},  \tag{3.8}\\
& a_{i 2}\left(2 d_{i i}-d_{22}\right)=-a_{i n-1} d_{2 n-1} b_{2},  \tag{3.9}\\
& a_{i n-1}\left(2 d_{i i}-d_{22}\right)=a_{i 2} d_{2 n-1},  \tag{3.10}\\
& \mathrm{a}_{\mathrm{ij}}\left(2 \mathrm{~d}_{\mathfrak{i} \mathfrak{i}}-\mathrm{d}_{\mathfrak{j j}}\right)=0, \tag{3.11}
\end{align*}
$$

for all $1 \leqslant i \leqslant n-2$ and $3 \leqslant j \leqslant n-2$.
Let $d_{1 n}=d_{2 n-1}=0$. Then, $d=\left\{d_{11}, d_{22} \ldots, d_{n-2 n-2}\right\}$ whereby indicates that $d=0$. Assume that both of $d_{1 n}$ and $d_{2 n-1}$ are not equal to zero. Thus, the set of all eigenvalues of $d$ is given by $\operatorname{spec}(d)=$ $\left\{d_{33}, \ldots, d_{n-2 n-2}, \alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}\right\}$, where $\alpha_{1}=d_{22}+\delta_{1}, \beta_{1}=d_{22}-\delta_{1}, \delta_{1}^{2}=-b_{2} d_{2 n-1}^{2}, \alpha_{2}=d_{11}+\delta_{2}, \beta_{2}=$ $d_{11}-\delta_{2}, \delta_{2}^{2}=-b_{1} d_{1 n}^{2}$. Let $\lambda \in \operatorname{spec}(d)$ be such that $|\lambda|=\max \left\{\left|\alpha_{1}\right|,\left|\alpha_{2}\right|,\left|\beta_{2}\right|,\left|\beta_{2}\right|,\left|d_{33}\right|, \ldots,\left|d_{n-2 n-2}\right|\right\}$. If $\lambda \in\left\{d_{33}, \ldots, d_{n-2 n-2}\right\}$, then $2 \lambda$ is also an eigenvalue, which contradicts module maximality of $\lambda$. Therefore, $\lambda=\alpha_{1}, \lambda=\beta_{1}, \lambda=\alpha_{2}$ or $\lambda=\beta_{2}$ are obtained. Evidently, (3.7), (3.8) and (3.9), (3.10) follow that $a_{i 1}=0$ $\left(a_{i 2}=0\right)$ if and only if $a_{i n}=0\left(a_{i n-1}=0\right)$. Let $a_{i 1} \neq 0$ and $\left(a_{i 2} \neq 0\right)$. Then, multiplying (3.7) in (3.8) and (3.9) in (3.10) implies that $\left(2 d_{i i}-d_{11}\right)^{2}=-b_{1} d_{1 n}^{2}$ and $\left(2 d_{i i}-d_{22}\right)^{2}=-b_{2} d_{1 n-1}^{2}$ or $2 d_{i i}=d_{22} \pm \delta_{1}$ and $2 d_{i i}=d_{11} \pm \delta_{2}$, respectively. Hence, for these $i$ we have

$$
\begin{equation*}
d_{i i}=\frac{1}{2} \alpha_{1}, \quad d_{i i}=\frac{1}{2} \beta_{1}, \quad d_{i i}=\frac{1}{2} \alpha_{2} \text { or } d_{i i}=\frac{1}{2} \beta_{2} . \tag{3.12}
\end{equation*}
$$

Now, several cases are going to be examined.
Case 1. Let $\alpha_{1} \alpha_{2} \beta_{1} \beta_{2} \neq 0$ such that $\alpha_{1}+\beta_{1} \neq 0$ and $\alpha_{2}+\beta_{2} \neq 0$. Clearly, $\alpha_{1}+\beta_{1}=2 d_{22}, \alpha_{2}+\beta_{2}=$ $2 \mathrm{~d}_{11}$ and $2 \mathrm{~d}_{11}, 2 \mathrm{~d}_{22} \in \operatorname{spec}(\mathrm{~d})$ such that $\alpha_{1}+\beta_{1}, \alpha_{2}+\beta_{2} \notin\left\{\alpha_{1}, \beta_{1} \alpha_{2}, \beta_{2}\right\}$. This means that there exist $\mathfrak{i}_{1}$ and $j_{1}$ such that $d_{j_{1} j_{1}}=\alpha_{1}+\beta_{1}$ and $d_{i_{1} i_{1}}=\alpha_{2}+\beta_{2}$. Then, $2 d_{i_{1} i_{1}}, 2 d_{j_{1} j_{1}} \in \operatorname{spec}(d)$, which implies that $2 d_{j_{1} j_{1}}=d_{j_{2} j_{2}}, 2 d_{i_{1} i_{1}}=d_{i_{2} i_{2}}$ for some $i_{2}, j_{2}$ or $2 d_{\mathfrak{j}_{1} j_{1}} \in\left\{\alpha_{1}, \beta_{1}\right\}$ and $2 d_{i_{1} i_{1}} \in\left\{\alpha_{2}, \beta_{2}\right\}$. If $2 d_{\mathfrak{j}_{1} j_{1}}=d_{j_{2} j_{2}}$ and $2 d_{i_{1} i_{1}}=d_{i_{2} i_{2}}$, then the same process can be repeated until the following is obtained:

$$
\begin{aligned}
& 2^{k_{1}} d_{j_{1} j_{1}}=\cdots=2 d_{j_{k_{1}} j_{k_{1}}} \in\left\{\alpha_{1}, \beta_{1}\right\} \text { for some } 1 \leqslant k_{1} \leqslant n-4, \\
& 2^{k_{2}} d_{\mathfrak{i}_{1} i_{1}}=\cdots=2 d_{j_{k_{2}} i_{k_{2}}} \in\left\{\alpha_{2}, \beta_{2}\right\} \text { for some } 1 \leqslant k_{2} \leqslant n-4 .
\end{aligned}
$$

Therefore, $2^{k_{1}}\left(\alpha_{1}+\beta_{1}\right) \in\left\{\alpha_{1}, \beta_{1}\right\}$ and $2^{k_{2}}\left(\alpha_{2}+\beta_{2}\right) \in\left\{\alpha_{2}, \beta_{2}\right\}$ for some $1 \leqslant k_{1}, k_{2} \leqslant n-4$ are obtained. For this, it can be possible to assume that $2^{k_{1}}\left(\alpha_{1}+\beta_{1}\right)=\alpha_{1}$ and $2^{k_{2}}\left(\alpha_{2}+\beta_{2}\right)=\alpha_{2}$. Thereby, the following can be concluded:

$$
\begin{aligned}
& d_{22}=\frac{\alpha_{1}}{2^{k_{1}+1}}, d_{j_{1} j_{1}}=\frac{\alpha_{1}}{2^{k_{1}}}, \ldots, d_{j_{k_{1}} j_{k_{1}}}=\frac{\alpha_{1}}{2}, \quad \beta_{1}=-\left(1-\frac{1}{2^{k_{1}}}\right) \alpha_{1}, \\
& d_{11}=\frac{\alpha_{2}}{2^{k_{2}+1}}, d_{i_{1} i_{1}}=\frac{\alpha_{2}}{2^{k_{2}}}, \ldots, d_{i_{k_{2}} i_{k_{2}}}=\frac{\alpha_{2}}{2}, \quad \beta_{2}=-\left(1-\frac{1}{2^{k_{2}}}\right) \alpha_{2},
\end{aligned}
$$

$\left|\beta_{1}\right|<\left|\alpha_{1}\right|,\left|\beta_{2}\right|<\left|\alpha_{2}\right|$ and $2^{s} \beta_{m} \neq 2^{r} \alpha_{m}$ for any $r, s \in Z, m=1,2$.
Let $d_{1}<\cdots<d_{m}$ and $d_{m+1}<\cdots<d_{p}$ be the possible non-zero values of $\left|d_{33}\right|, \ldots,\left|d_{n-2 n-2}\right|$. Evidently, it is recognized that

$$
\left\{\frac{\left|\alpha_{1}\right|}{2^{k_{1}}}, \ldots, \frac{\left|\alpha_{1}\right|}{2}, \frac{\left|\alpha_{2}\right|}{2^{k_{2}}}, \ldots, \frac{\left|\alpha_{2}\right|}{2}\right\} \subseteq\left\{\mathrm{d}_{1}, \ldots, \mathrm{~d}_{\mathfrak{p}}\right\} .
$$

It is observable that $\left.\left\{2 \mathrm{~d}_{33}, \ldots, 2 \mathrm{~d}_{\mathrm{n}-2 \mathrm{n}-2}\right\} \subseteq \operatorname{spec}(\mathrm{d})\right\}$. Therefore, we deduce $2 \mathrm{~d}_{1}, \ldots, 2 \mathrm{~d}_{\mathfrak{p}} \in\left\{\mathrm{d}_{1}, \ldots, \mathrm{~d}_{\mathfrak{p}},\left|\alpha_{1}\right|\right.$, $\left.\left|\beta_{1}\right|,\left|\alpha_{2}\right|,\left|\beta_{2}\right|\right\}$. Accordingly, $2 d_{p} \leqslant\left|\alpha_{2}\right| \quad\left(2 d_{m} \leqslant\left|\alpha_{1}\right|\right)$ and $d_{j_{k_{1}} j_{k_{1}}}=\frac{\alpha_{1}}{2}\left(d_{i_{k_{2}}} i_{k_{2}}=\frac{\alpha_{2}}{2}\right)$ are verified, which
means that $d_{p}=\frac{\left|\alpha_{2}\right|}{2}$, and $d_{m}=\frac{\left|\alpha_{1}\right|}{2}$. Now, there is only possible one eigenvalue $d_{j_{k_{1}}} j_{k_{1}}=\frac{\alpha_{1}}{2}\left(d_{i_{k_{2}}} i_{k_{2}}=\frac{\alpha_{2}}{2}\right)$ with module $d_{\mathfrak{m}}\left(d_{\mathfrak{p}}\right)$. Actually, if we have $\left|d_{\mathfrak{i}}\right|=d_{\mathfrak{m}}, d_{i \mathfrak{i}} \neq \frac{\alpha_{1}}{2} \quad\left(\left|d_{\mathfrak{i i}}\right|=\frac{\alpha_{2}}{2}, \quad d_{i \mathfrak{i}} \neq \frac{\alpha_{2}}{2}\right)$ for some $i$, then $\alpha_{1} \neq 2 d_{i i} \in \operatorname{spec}(d)\left(\alpha_{2} \neq 2 d_{i i} \in \operatorname{spec}(d)\right)$ and $\left|2 d_{i i}\right|=\left|\alpha_{1}\right| \quad\left(\left|2 d_{i i}\right|=\left|\alpha_{2}\right|\right)$. Thus, there exists $j$ such that $\mathrm{d}_{\mathrm{jj}}=2 \mathrm{~d}_{\mathrm{i} i}$ and $2 \mathrm{~d}_{\mathrm{jj}}$ must be in $\operatorname{spec}(\mathrm{d})$ and $\left|2 \mathrm{~d}_{\mathrm{j} j}\right|=2\left|\alpha_{1}\right|>\left|\alpha_{1}\right|\left|2 \mathrm{~d}_{\mathrm{j} j}\right|=2\left|\alpha_{2}\right|$, which is a contradiction. Since there is only one eigenvalue $d_{j_{k_{1}} j_{k_{1}}}=\frac{\alpha_{1}}{2}\left(d_{i_{k_{2}} i_{k_{2}}}=\frac{\alpha_{2}}{2}\right)$ with module $\frac{1}{2}\left|\alpha_{1}\right|\left(\frac{1}{2}\left|\alpha_{2}\right|\right)$, one obtains that there is only one eigenvalue $d_{p-1}\left(d_{m-1)}\right)$ of module $\frac{1}{4} \alpha_{2}\left(\frac{1}{4} \alpha_{1}\right)$ and etc. By applying the same process to $\left|\beta_{1}\right|$ and $\left|\beta_{2}\right|$, we obtain that there exist at most only one eigenvalue with module $\frac{1}{2} \beta_{1}\left(\frac{1}{2} \beta_{2}\right)$ and etc. Hence,

$$
\left\{\mathrm{d}_{33}, \ldots, \mathrm{~d}_{\mathrm{n}-2 \mathrm{n}-2}\right\} \backslash\{0\}=\bigcup_{i=1}^{\mathrm{s}}\left\{\frac{1}{2^{i}} \alpha_{1}\right\} \bigcup_{j=1}^{\mathrm{r}}\left\{\frac{1}{2^{j}} \alpha_{2}\right\}
$$

or

$$
\left\{\mathrm{d}_{33}, \ldots, \mathrm{~d}_{\mathrm{n}-2 n-2}\right\} \backslash\{0\}=\bigcup_{i=1}^{s_{1}}\left\{\frac{1}{2^{i}} \alpha_{1}\right\} \bigcup_{j=1}^{s_{2}}\left\{\frac{1}{2^{j}} \alpha_{1}\right\} \bigcup_{i_{1}=1}^{r_{1}}\left\{\frac{1}{2^{i_{1}}} \beta_{1}\right\} \bigcup_{j_{1}=1}^{r_{2}}\left\{\frac{1}{2^{j_{1}}} \beta_{2}\right\} .
$$

Case 1.1. Let $\left\{d_{33}, \ldots, d_{n-2 n-2}\right\} \backslash\{0\}=\bigcup_{i=1}^{s}\left\{\frac{1}{2^{i}} \alpha_{1}\right\} \bigcup_{j=1}^{r}\left\{\frac{1}{2^{j}} \alpha_{2}\right\}$. Then, from (3.12) for these $i$ such that $a_{i n} \neq 0$ and $a_{i n-1} \neq 0$ we obtain $2 d_{i i}=\alpha_{1}$ and $2 d_{i i}=\alpha_{2}$ for different value of $i$. Accordingly, (3.8) and (3.10) make $a_{i 1}=\frac{\alpha_{2}-d_{11}}{d_{1 n}} a_{i n}$ and $a_{i 2}=\frac{\alpha_{1}-d_{22}}{d_{1 n-1}} a_{i n-1}$. Thereby, it indicates that $1^{\text {st }}, 2^{\text {nd }}$ and $n^{\text {th }},(n-1)^{\text {th }}$ columns of the structural matrix $A$ are collinear, respectively. Thus, the $\operatorname{Rank} A=n-2$ is satisfied, i.e., all the other columns of the structural matrix $A$ should be non-zero and linearly independent.

Assume that we have $s-2$ and $r-2$ zeros belong to $\left\{d_{33}, \ldots, d_{m m}\right\}$ and $\left\{d_{m+1 m+1}, \ldots, d_{n-2 n-2}\right\}$, respectively. Consequently, $\left\{\mathrm{d}_{\mathrm{i}}\right\}_{\mathrm{n}=3}^{s} \subseteq\{0\}$ and $\left\{\mathrm{d}_{\mathrm{ii}}\right\}_{\mathrm{n}=\mathrm{m}+1}^{\mathrm{q}} \subseteq\{0\}, \mathrm{d}_{\mathrm{ss}}<\left|\mathrm{d}_{\mathrm{s}+1 \mathrm{s+1}}\right| \leqslant\left|\mathrm{d}_{s+2 \mathrm{~s}+2}\right| \leqslant \cdots \leqslant$ $\left|\mathrm{d}_{\mathfrak{m} \mathfrak{m}}\right|$ and $\mathrm{d}_{\mathfrak{q q}}<\left|\mathrm{d}_{\mathfrak{q}+1 \mathrm{q}+1}\right| \leqslant\left|\mathrm{d}_{\mathfrak{q}+2 \boldsymbol{q}+2}\right| \leqslant \cdots \leqslant\left|\mathrm{d}_{\mathfrak{n}-2 \mathfrak{n}-2}\right|$ where $\mathrm{q}=(\mathrm{s}-2)-(\mathrm{m}+1)+1$ are obtained. For this, (3.11) indicates that $a_{i j}=0$ if the following is satisfied: $3 \leqslant i \leqslant s$ and $s+1 \leqslant \mathfrak{j} \leqslant m, s+1 \leqslant$ $i \leqslant m$ and $3 \leqslant j \leqslant s, m+1 \leqslant i \leqslant q$ and $q+1 \leqslant j \leqslant n-2, q+1 \leqslant i \leqslant n-2$ and $m+1 \leqslant j \leqslant q, 3 \leqslant i \leqslant$ $s$ and $q+1 \leqslant j \leqslant n-2, s+1 \leqslant i \leqslant m$ and $m+1 \leqslant j \leqslant q$.

Given that the $d_{s+1 s+1} \neq 2 d_{i i}, d_{q+1 q+1} \neq 2 d_{i i}$ for all $3 \leqslant \mathfrak{i} \leqslant n-2$. Therefore, (3.11) implies that $a_{i q+1}=0$ and $a_{i s+1}=0$ for all $3 \leqslant i \leqslant n-2$. This means that $d_{q+1 q+1}=2 d_{22}$ and $d_{s+1 s+1}=2 d_{11}$. Otherwise, we obtain $(\mathrm{q}+1)^{\text {th }}$ and $(s+1)^{\text {th }}$ columns are equal to zero, which contradicts Rank $A=n-2$.

Now, $\left\{\mathrm{d}_{\mathrm{s}+1 \mathrm{~s}+1}, \ldots, \mathrm{~d}_{\mathrm{m} \mathfrak{m}}\right\}$ and $\left\{\mathrm{d}_{\mathrm{q}+1 \mathrm{q}+1}, \ldots, \mathrm{~d}_{\mathrm{n}-2 \mathrm{n}-2}\right\}$ do not contain equal elements are going to be shown. Suppose that there exist equal elements namely $d_{q+2 q+2}$ and $d_{s+2 s+2}$ are equal to $d_{q+1 q+1}$ and $d_{s+1 s+1}$, respectively. Firstly, let us start when $d_{s+1 s+1}=d_{s+2 s+2}$. Certainly, $d_{s+2 s+2} \neq d_{i i}$ for all $3 \leqslant i \leqslant n-2$, and hence $a_{i s+2}=0$ for all $3 \leqslant i \leqslant n-2$ is deduced. Therefore, the column $(s+2)^{\text {th }}$ should be either zero or collinear to the column $(s+1)^{\text {th }}$ of the structural matrix $A$, which is a contradiction. Suppose that $d_{\mathfrak{j} j}$ is equal to $d_{\mathfrak{j}+1 \mathfrak{j}+1}$ for some $s+2<\mathfrak{j} \leqslant m-1$. Then, $2 \mathrm{~d}_{\mathfrak{i} \mathfrak{i}}-\mathrm{d}_{\mathfrak{j} \mathfrak{j}}=0$ if and only if $\mathfrak{i}=\mathfrak{j}-1$ and therefore (3.11) implies that $\mathfrak{a}_{i j}=0$ for all $\mathfrak{i} \neq \mathfrak{j}-1$. In the same manner, $2 d_{i i}-d_{j+1 j+1}=0$ if and only if $\mathfrak{i}=\mathfrak{j}-1$ and therefore (3.11) yields that $a_{i j+1}=0$ for all $\mathfrak{i} \neq \mathfrak{j}-1$. This makes the columns $\mathfrak{j}^{\text {th }}$ and $(j+1)^{\text {th }}$ are collinear or at least one of them is zero, which contradicts RankA $=n-2$. By using the same process on $\left\{\mathrm{d}_{\mathrm{q}+1 \mathrm{q}+1}, \ldots, \mathrm{~d}_{\mathrm{n}-2 \mathrm{n}-2}\right\}$, one can show that all elements have different values. Hence, there are no equal elements among $\left\{\mathrm{d}_{\mathrm{s}+1 \mathrm{~s}+1}, \ldots, \mathrm{~d}_{\mathfrak{m} \mathfrak{m}}\right\}$ and $\left\{\mathrm{d}_{\mathfrak{q}+1 \mathrm{q}+1}, \ldots, \mathrm{~d}_{\mathrm{n}-2 \mathrm{n}-2}\right\}$. Furthermore, we immediately conclude that $2^{\mathfrak{m}-(q-1)} \mathrm{d}_{22}=2^{\mathrm{m}-(\mathrm{q}-1)-1} \mathrm{~d}_{\mathrm{q}+1 \mathrm{q}+1}=\cdots=2 \mathrm{~d}_{\mathrm{m} m}=\alpha_{1}$ and $2^{\mathrm{n}-(\mathrm{s}+1)} \mathrm{d}_{11}=$ $2^{n-(s+1)-1} d_{s+1 s+1}=\cdots=2 d_{n-2 n-2}=\alpha_{2}$. After simple calculation, we obtain that $d_{22}=\frac{\delta_{1}}{2^{m-(q-1)}-1}$, $d_{11}=\frac{\delta_{2}}{2^{n-(s+1)}-1}$. Finally, the structural matrix $A$ should be in $A_{1}$ form (see Appendix).

The derivation of evolution algebras should be in the form $D_{1}$ with $d_{22}=\frac{\delta_{1}}{2^{m-(q-1)}-1}$, and $d_{11}=$ $\frac{\delta_{2}}{2^{n-(s+1)}-1}$.

Case 1.2. Let $\left\{d_{33}, \ldots, d_{n-2 n-2}\right\} \backslash\{0\}=\bigcup_{i=1}^{s_{1}}\left\{\frac{1}{2^{i}} \alpha_{1}\right\} \bigcup_{j=1}^{s_{2}}\left\{\frac{1}{2^{j}} \alpha_{2}\right\} \bigcup_{i_{1}=1}^{r_{1}}\left\{\frac{1}{2^{i_{1}}} \beta_{1}\right\} \bigcup_{j_{1}=1}^{r_{2}}\left\{\frac{1}{2^{j_{1}}} \beta_{2}\right\}$. To begin, assume that

$$
\begin{aligned}
\left\{d_{33}, \ldots, d_{k_{1} k_{1}}\right\} & =\bigcup_{\mathfrak{i}_{1}=1}^{r_{1}}\left\{\frac{1}{2^{i_{1}}} \beta_{1}\right\}, \quad\left\{d_{k_{1}+1 k_{1}+1}, \ldots, d_{k k}\right\}=\bigcup_{\mathfrak{i}=1}^{s_{1}}\left\{\frac{1}{2^{i}} \alpha_{1}\right\}, \\
\left\{d_{k+1 k+1}, \ldots, d_{\mathfrak{m}_{1} \mathfrak{m}_{1}}\right\} & =\bigcup_{\mathfrak{j}_{1}=1}^{r_{2}}\left\{\frac{1}{2^{j_{1}}} \beta_{2}\right\}, \quad\left\{d_{\mathfrak{m}_{1}+1 \mathfrak{m}_{1}+1}, \ldots, d_{\mathfrak{m} \mathfrak{m}}\right\}=\bigcup_{\mathfrak{j}=1}^{s_{2}}\left\{\frac{1}{2^{j}} \alpha_{2}\right\}
\end{aligned}
$$

and $d_{m+1 m+1}=\cdots=d_{n-2 n-2}=0$ such that $\left|d_{33}\right| \leqslant \cdots \leqslant\left|d_{k_{1} k_{1}}\right|,\left|d_{k_{1}+1 k_{1}+1}\right| \leqslant \cdots \leqslant\left|d_{k k}\right|,\left|d_{k+1 k+1}\right| \leqslant$ $\cdots \leqslant\left|d_{\mathfrak{m}_{1} \mathfrak{m}_{1}}\right|,\left|\mathrm{d}_{\mathfrak{m}_{1}+1 \mathfrak{m}_{1}+1}\right| \leqslant \cdots \leqslant\left|\mathrm{d}_{\mathfrak{m} \mathfrak{m}}\right|$.

Accordingly, $2 \mathrm{~d}_{\mathfrak{i}}-\mathrm{d}_{\mathfrak{j} \mathfrak{j}} \neq 0$ for all $1 \leqslant \mathfrak{i} \leqslant \mathrm{n}$ such that $\mathfrak{j} \in\{3, \mathrm{k}+1\}$ is deduced. According to (3.11) and the following facts: $a_{i n}=b_{1} a_{i 1}$ and $a_{i n-1}=b_{2} a_{i 2}$, we conclude that $a_{i 3}$ and $a_{i k+1}$ have to be zero for all $1 \leqslant i \leqslant n$. Moreover, the remainder of columns of the structural matrix $A$ should be non-zero and linearly independent, i.e., $\operatorname{Rank} A=n-2$ is satisfied. Similarly, as in Case 1.1, we get that $d_{44} \neq d_{33}$ and so on. Hence,

$$
\begin{align*}
d_{k_{1} k_{1}} & =2 d_{k_{1}-1 k_{1}-1}=\cdots=2^{k_{1}-3} d_{33}  \tag{3.13}\\
d_{m_{1} m_{1}} & =2 d_{m_{1}-1 m_{1}-1}=\cdots=2^{m_{1}-3} d_{k+1} . \tag{3.14}
\end{align*}
$$

This means $\mathfrak{a}_{\mathfrak{j}-1 j} \neq 0$ and $\mathfrak{a}_{i j}=0(\mathfrak{i} \neq \mathfrak{j}-1)$ for all $4 \leqslant \mathfrak{j} \leqslant k_{1}$ and $(k+1)+1 \leqslant \mathfrak{j} \leqslant m_{1}$.
Now, it is recognized that $d_{k_{1}+1 k_{1}+1}$ and $d_{m_{1}+1 m_{1}+1}$ are in form $\frac{1}{2^{s_{1}}} \alpha_{1}$ and $\frac{1}{2^{\frac{s}{2}}} \alpha_{2}$, respectively. On the other hand, $2 d_{i i}-d_{j j} \neq 0$ for all $3 \leqslant i \leqslant n-2$ such that $\mathfrak{j} \in\left\{k_{1}+1, m_{1}+1\right\}$. Thereby, $d_{k_{1}+1 k_{1}+1}=2 d_{22}$ and $d_{m_{1}+1 m_{1}+1}=2 d_{11}$ are inferred. Otherwise, the columns $\left(k_{1}+1\right)^{\text {th }}$ and $\left(m_{1}+1\right)^{\text {th }}$ become zero, which contradicts RankA $=n-2$. By using the same way used in Case 1.1, the following can be concluded:

$$
\begin{gather*}
d_{k k}=2 d_{k-1 \mathrm{k}-1}=\cdots=2^{k-k_{1}} d_{k_{1}+1 k_{1}+1}=2^{k-k_{1}+1} d_{22},  \tag{3.15}\\
d_{\mathfrak{m m}}=2 d_{\mathfrak{m}-1 \mathrm{~m}-1}=\cdots=2^{m-m_{1}} d_{\mathfrak{m}_{1}+1 \mathfrak{m}_{1}+1}=2^{m-m_{1}+1} d_{11} . \tag{3.16}
\end{gather*}
$$

This means $a_{j-1 j} \neq 0$ and $a_{i j}=0(i \neq j-1)$ for all $k_{1}+1 \leqslant j \leqslant k$ and $\left(m_{1}+1\right)+1 \leqslant j \leqslant m$.
Furthermore, from (3.11) and (3.12), we obtain that $a_{i j}=0$ for all $1 \leqslant i \leqslant m$ and $m+1 \leqslant j \leqslant n-2$. In addition, we have $a_{n j}=b_{1} a_{1 j}$ and $a_{n-1 j}=b_{2} a_{2 j}$. This leads to the inference that $a_{n j}=a_{n-1 j}=0$ for $m+1 \leqslant j \leqslant n$. Hence, $d_{k_{1} k_{1}}=\frac{1}{2} \beta_{1}, d_{k k}=\frac{1}{2} \alpha_{1}, d_{m_{1} m_{1}}=\frac{1}{2} \beta_{2}$ and $d_{m m}=\frac{1}{2} \alpha_{2}$. From (3.8), (3.10) and (3.12), the following can be found: $a_{k_{1} n-1}=\frac{d_{2 n-1}}{\beta_{1}-d_{22}} a_{k_{12}} \neq 0, \quad a_{k n-1}=\frac{d_{2 n-1}}{\alpha_{1}-d_{22}} a_{k 2} \neq 0, \quad a_{m_{1} n}=\frac{d_{1 n}}{\beta_{2}-d_{11}} a_{m_{1} 1} \neq 0$, $\mathbf{a}_{\mathfrak{m} \mathfrak{n}}=\frac{\mathrm{d}_{1 \mathrm{n}}}{\alpha_{2}-\mathrm{d}_{11}} \mathrm{a}_{\mathfrak{m} 1} \neq 0$.

Now, (3.13), (3.14), (3.15), (3.16) and simple calculation imply the following: $d_{22}=\frac{\delta_{1}}{2^{k-k_{1}+2}-1}, \quad d_{33}=$ $\frac{\left(1-2^{k-k_{1}+1}\right)}{2^{k_{1}-3}} d_{22}, \quad d_{11}=\frac{\delta_{2}}{2^{m-m_{1}+2}-1}, \quad d_{k+1 k+1}=\frac{\left(1-2^{m-m_{1}+1}\right)}{2^{m_{1}-3}} d_{11}$. Therefore, the structural matrix $A$ should be in $A_{2}$ form (see Appendix).
Case 2. Let $\alpha_{1} \beta_{1} \alpha_{2} \beta_{2} \neq 0$ such that $\alpha_{1}=-\beta_{1}$ and $\alpha_{2}=-\beta_{2}$, i.e., $d_{11}=d_{22}=0$. Noticeably, it is impossible of presence zero element among $\left\{d_{33}, \ldots, d_{n-2 n-2}\right\}$. To achieve this, suppose that we have zero element among $\left\{d_{33}, \ldots, d_{n-2 n-2}\right\}$. Then, (3.7), (3.8), (3.9) and (3.10) show that the $1^{\text {st }}, 2^{\text {nd }},(n-1)^{\text {th }}$ and $n^{\text {th }}$ columns should be zero, which is a contradiction. Therefore, $0 \notin\left\{d_{i i}\right\}_{n=3}^{n-2}$ is obtained. Now, consider $d_{1}<\cdots<d_{p}$ and $d_{p+1}<\cdots<d_{m}$ are the possible non-zero values of $\left|d_{33}\right|, \ldots,\left|d_{n-2 n-2}\right|$. As conclusion of $\left\{2 d_{33}, \ldots, 2 d_{n-2 n-2}\right\} \subseteq \operatorname{spec}(d)$, we conclude that $2 d_{1}, \ldots, 2 d_{m}, \in\left\{d_{1}, \ldots, d_{m},\left|\alpha_{1}\right|,\left|\alpha_{2}\right|\right\}$. Moreover, accordance with all these values which are not equal to zero, the following is derived:

$$
\left|\alpha_{1}\right|=2 d_{p}, d_{p}=2 d_{p-1}, \ldots, d_{2}=2 d_{1}, \quad\left|\alpha_{2}\right|=2 d_{\mathfrak{m}}, d_{\mathfrak{m}}=2 d_{\mathfrak{m}-1}, \ldots, d_{\mathfrak{p}+2}=2 d_{\mathfrak{p}+1}
$$

By performing the same way which used in the Case 1.1, we deduce that $\pm \frac{1}{2} \alpha_{1}$ and $\pm \frac{1}{2} \alpha_{2}$ are all possible eigenvalues with modules $d_{p}$ and $d_{m}$, respectively, and thus for all the other eigenvalues. Hence,

$$
\left\{d_{33}, \ldots, d_{n-2 n-2}\right\} \backslash\{0\} \subseteq \bigcup_{i_{1}=1}^{s_{1}}\left\{\frac{1}{2^{i_{1}}} \alpha_{1}\right\} \bigcup_{i_{2}=1}^{s_{2}}\left\{-\frac{1}{2^{i_{2}}} \alpha_{1}\right\} \bigcup_{j_{1}=1}^{r_{1}}\left\{\frac{1}{2^{j_{1}}} \alpha_{2}\right\} \bigcup_{j_{2}=1}^{r_{2}}\left\{-\frac{1}{2^{j_{2}}} \alpha_{2}\right\} .
$$

Let $\frac{1}{2} \alpha_{1}, \frac{1}{2} \alpha_{2} \notin\left\{d_{33}, \ldots, d_{n-2 n-2}\right\}$ and $-\frac{1}{2} \alpha_{2},-\frac{1}{2} \alpha_{2} \notin\left\{d_{33}, \ldots, d_{n-2 n-2}\right\}$. Then, (3.8), (3.10) and (3.12) indicate that $1^{(s t)}, 2^{(n d)},(n-1)^{(t h)}$ and $(n)^{(\text {th) }}$ are zero columns, which contradicts RankA $=n-2$. Hence, there exists $k_{1}, k_{2}$ such that $d_{k_{1} k_{1}}, \in\left\{\frac{1}{2} \alpha_{1},-\frac{1}{2} \alpha_{1}\right\}$ and $d_{k_{2} k_{2}} \in\left\{\frac{1}{2} \alpha_{2},-\frac{1}{2} \alpha_{2}\right\}$ for all $3 \leqslant k_{1}, k_{2} \leqslant n-2$. Now, suppose that $\left\{\mathrm{d}_{33}, \ldots, \mathrm{~d}_{\mathfrak{p} p}\right\} \backslash\{0\} \supseteq \bigcup_{\mathfrak{i}_{1}=1}^{s_{1}}\left\{\frac{1}{2^{i}} \alpha_{1}\right\},\left\{\mathrm{d}_{\mathfrak{p}+1 \mathfrak{p}+1}, \ldots, \mathrm{~d}_{\mathfrak{m} \boldsymbol{m}}\right\} \backslash\{0\} \supseteq \bigcup_{\mathfrak{i}_{2}=1}^{\mathrm{s}_{2}}\left\{\frac{1}{2^{i}} \alpha_{2}\right\}$ and $-\frac{1}{2} \alpha_{1},-\frac{1}{2} \alpha_{2}$ $\notin\left\{d_{33}, \ldots, d_{n-2 n-2}\right\}$. Based on (3.8), (3.10) and (3.12), we immediately conclude that the $1^{\text {st }}, 2^{\text {nd }}$ and ( $n-$ $1)^{\text {th }},(n)^{\text {th }}$ columns of the structural matrix $A$ are linearly dependent. Thus, the first and second columns of the structural matrix $A$ can be expressed as follows: $a_{i 1}=\frac{\alpha_{2}}{d_{1 n}} a_{i n}, a_{i 2}=\frac{\alpha_{1}}{d_{2 n-1}} a_{i n-1}$ for all $1 \leqslant i \leqslant n$. Accordingly, Rank $A=n-2$ is satisfied ,i.e., the remainder columns of the structural matrix $A$ are linearly independent and non-zero. However, assumption shows that there exist $d_{p p}=\frac{1}{2^{s_{1}}} \alpha_{1}, d_{\mathfrak{m} \mathfrak{m}}=\frac{1}{2^{s_{2}}} \alpha_{2}$. On the basis of this fact and (3.11), the $p^{\text {th }}$ and $m^{\text {th }}$ columns must be zero columns, which is a contradiction to $\operatorname{Rank} A=n-2$. By applying the same process on $\left\{d_{33}, \ldots, d_{\mathfrak{p} p}\right\} \backslash\{0\} \supseteq \bigcup_{\mathfrak{i}_{1}=1}^{s_{1}}\left\{-\frac{1}{2^{i}} \alpha_{1}\right\},\left\{d_{\mathfrak{p}+1 \mathfrak{p}+1}, \ldots, d_{\mathfrak{m} \mathfrak{m}}\right\} \backslash$ $\{0\} \bigcup_{i_{2}=1}^{s_{2}}\left\{-\frac{1}{2^{i}} \alpha_{2}\right\}$ and $\frac{1}{2} \alpha_{1}, \frac{1}{2} \alpha_{2} \notin\left\{d_{33}, \ldots, d_{n-2 n-2}\right\}$, we deduce a contradiction to RankA $=n-2$.

Suppose that $\left\{\mathrm{d}_{33}, \ldots, \mathrm{~d}_{\mathrm{n}-2 \mathrm{n}-2}\right\} \backslash\{0\}=\bigcup_{i_{1}=1}^{s_{1}}\left\{\frac{1}{2^{i_{1}}} \alpha_{1}\right\} \bigcup_{i_{2}=1}^{s_{2}}\left\{\frac{-1}{2^{i_{2}}} \alpha_{1}\right\} \bigcup_{j_{1}=1}^{r_{1}}\left\{\frac{1}{2^{j_{1}}} \alpha_{2}\right\} \bigcup_{j_{2}=1}^{r_{2}}\left\{\frac{-1}{2^{j_{2}}} \alpha_{2}\right\}$. Then, there exists $d_{\mathfrak{p} p}=\frac{1}{2^{s_{1}}} \alpha_{1}, d_{\mathfrak{p}_{1} p_{1}}=-\frac{1}{2^{s_{2}}} \alpha_{1}, d_{q_{1} q_{1}}=-\frac{1}{2^{r_{1}^{1}}} \alpha_{2}$ and $d_{q_{1} q_{1}}=\frac{-1}{2^{2}} \alpha_{2}$. So, (3.11) indicates $p^{\text {th }}, p_{1}^{\text {th }}, q^{\text {th }}$ and $q_{1}^{\text {th }}$ columns must be zero, which contradicts RankA $=n-2$. Hence, this case is impossible.
Case 3. Let $\alpha_{1} \alpha_{2} \neq 0$ such that $\beta_{1}=\beta_{2}=0$ i.e. $d_{11}=\delta_{2}$ and $d_{22}=\delta_{1}$. Let $d_{1}<\cdots<d_{m}$ and $d_{m+1}<$ $\cdots<d_{p}$ be the possible non-zero values of $\left|d_{33}\right|, \ldots,\left|d_{n-2 n-2}\right|$. Plainly, $2 d_{1}, \ldots, 2 d_{p} \in\left\{d_{1}, \ldots, d_{p},\left|\alpha_{1}\right|,\left|\alpha_{2}\right|\right\}$. Based on these values which are non-zero, we obtain that

$$
\left|\alpha_{1}\right|=2 d_{m}, d_{m}=2 d_{m-1}, \ldots, d_{2}=2 d_{1}, \quad\left|\alpha_{2}\right|=2 d_{p}, d_{p}=2 d_{p-1}, \ldots, d_{m+2}=2 d_{\mathfrak{m}+1} .
$$

To avoid repetitions, we refer that applying the same argument used in proof Case 1.1 in order to prove that there is only one eigenvalue $\frac{\alpha_{1}}{2}$ with module $d_{m}$ can be reusable again. Hence,

$$
\operatorname{spec}(d)=\left\{\frac{1}{2^{\mathfrak{p}}} \alpha_{2}, \ldots, \frac{1}{2} \alpha_{2}, \alpha_{2}, \frac{1}{2^{m}} \alpha_{1}, \ldots, \frac{1}{2} \alpha_{1}, \alpha_{1}\right\}, \quad \operatorname{spec}(d)=\left\{0, \frac{1}{2^{\mathrm{p}}} \alpha_{2}, \ldots, \frac{1}{2} \alpha_{2}, \alpha_{2}, \frac{1}{2^{m}} \alpha_{1}, \ldots, \frac{1}{2} \alpha_{1}, \alpha_{1}\right\} .
$$

By performing a suitable basis permutation, we assume that $\left|d_{33}\right| \leqslant \cdots \leqslant\left|d_{\mathfrak{m} \mathfrak{m}}\right|, \quad\left|d_{\mathfrak{m}+1 \mathfrak{m}+1}\right| \leqslant \cdots \leqslant$ $\left|d_{n-2 n-2}\right|$. Now, assume that there exist $s-2$ and $r-2$ zeros among $\left\{d_{33}, \ldots, d_{m m}\right\},\left\{d_{m+1 m+1}, \ldots, d_{n-2}\right\}$, respectively. Then, $\left\{\mathrm{d}_{\mathfrak{i} i}\right\}_{\mathfrak{n}=3}^{\mathrm{s}} \subseteq\{0\}$ and $\left\{\mathrm{d}_{\mathrm{ii}}\right\}_{\mathrm{n}=\mathrm{m}+1}^{\mathrm{q}} \subseteq\{0\}, \mathrm{d}_{\mathrm{ss}}<\left|\mathrm{d}_{\mathrm{s}+1 \mathrm{~s}+1}\right| \leqslant\left|\mathrm{d}_{\mathrm{s}+2 \mathrm{~s}+2}\right| \leqslant \cdots \leqslant\left|\mathrm{d}_{\mathfrak{m} \mathfrak{m}}\right|$ and $\mathrm{d}_{\mathrm{qq}}<\left|\mathrm{d}_{\mathrm{q}+1 \mathrm{q}+1}\right| \leqslant\left|\mathrm{d}_{\mathrm{q}+2 \mathrm{q}+2}\right| \leqslant \cdots \leqslant\left|\mathrm{d}_{\mathrm{n}-2 \mathrm{n}-2}\right|$ where $\mathrm{q}=(\mathrm{r}-2)-(\mathrm{m}+1)+1$ are deduced. Consequently, (3.11) makes $a_{i j}=0$ if the following is satisfied:
$1 \leqslant i \leqslant s$ and $s+1 \leqslant j \leqslant m, s+1 \leqslant i \leqslant m$ and $1 \leqslant j \leqslant s, m+1 \leqslant i \leqslant q$ and $q+1 \leqslant j \leqslant n-2, q+1 \leqslant$ $\mathfrak{i} \leqslant n-2$ and $m+1 \leqslant j \leqslant q, 1 \leqslant i \leqslant s$ and $q+1 \leqslant j \leqslant n-2, s+1 \leqslant i \leqslant m$ and $m+1 \leqslant j \leqslant q$.

Now, accordance with $d_{q+1 q+1} \neq 2 d_{i i}$ and $d_{s+1 s+1} \neq 2 d_{i i}$ for all $s+1 \leqslant i \leqslant m, q+1 \leqslant i \leqslant n-2$ and (3.11), one can see that $a_{i s+1}=0 a_{i q+1}=0$ for all $s+1 \leqslant i \leqslant n-2, q+1 \leqslant i \leqslant n-2$, respectively. Thus, the rank of the structural matrix $A$ is satisfied, i.e., the other columns should be non-zero. By following the same process that used in Case 1.1, one shows that $\left\{\mathrm{d}_{\boldsymbol{s}+1 \mathrm{~s}+1}, \ldots, \mathrm{~d}_{\mathfrak{m} \mathfrak{m}}\right\}$ and $\left\{\mathrm{d}_{\mathbf{q}+1 \mathbf{q}+1}, \ldots, \mathrm{~d}_{\mathfrak{n}-2 \boldsymbol{n}-2}\right\}$ do not
contain equal elements. Therefore, $\left\{d_{s+1 s+1}, \ldots, d_{m m}\right\}$ and $\left\{d_{q+1 q+1}, \ldots, d_{n-2 n-2}\right\}$ have distinct elements. In addition, (3.11) follows that $a_{i 1}=a_{i n}=0, a_{i 2}=a_{i n-1}=0$ for all $s+1 \leqslant i \leqslant m, s+1 \leqslant i \leqslant n-2$, respectively. Hence, the structural matrix $A$ should be in in $A_{3}$ form (see Appendix).

Note that in a symmetrical case such that $\alpha_{1}=0, \beta_{1} \neq 0$ and $\alpha_{2}=0, \beta_{2} \neq 0$. One can obtain in a similar way that $d$ is in the form $D_{3}$ with $d_{22}=-\delta_{1}$ and $d_{11}=-\delta_{2}$.

Theorem 3.3. Let E be an evolution algebras with structural matrix A that has rank $\mathrm{n}-2$ such that $\mathrm{e}_{\mathrm{n}}^{2}=\mathrm{e}_{\mathrm{n}-1}^{2}=$ 0 . Then, the derivation d equals to zero or in one of the following forms:
(i)

$$
\left(\begin{array}{ccccc}
0 & \ldots & 0 & d_{1 n-1} & d_{1 n}  \tag{4}\\
\vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & d_{n-2 n-1} & d_{n-2 n} \\
0 & \cdots & 0 & d_{n-1 n-1} & d_{n-1 n} \\
0 & \cdots & 0 & d_{n n-1} & d_{n n}
\end{array}\right)
$$

where $\sum_{k=1}^{n} a_{i k} d_{k n-1}=0, \sum_{k=1}^{n} a_{i k} d_{k n}=0$ for all $1 \leqslant i \leqslant n-2$;
(ii)

$$
\left(\begin{array}{ccccccccccc}
\frac{\alpha}{2^{k-1}} & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & d_{1 n-1} & d_{1 n}  \tag{5}\\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
0 & \ldots & \alpha & 0 & \ldots & 0 & 0 & \ldots & 0 & d_{k n-1} & d_{k n} \\
0 & \ldots & 0 & \frac{\beta}{2^{m-(k+1)}} & \ldots & 0 & 0 & \ldots & 0 & d_{k+1 n-1} & d_{k+1 n} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
0 & \ldots & 0 & 0 & \ldots & \beta & 0 & \ldots & 0 & d_{\mathfrak{m n}-1} & d_{\mathfrak{m n}} \\
0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & d_{n-1 n-1} & d_{n-1 n} \\
0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & d_{n n-1} & d_{n n}
\end{array}\right),
$$

where

$$
\begin{aligned}
d_{i+1 n} & =\frac{1}{a_{i i+1}}\left(a_{i n}\left(\frac{\alpha}{2^{k-i}}-d_{n n}\right)-a_{i n-1} d_{n-1 n}\right), 1 \leqslant i \leqslant k-1 \\
d_{i+1 n-1} & =\frac{1}{a_{i i+1}}\left(a_{i n-1}\left(\frac{\beta}{2^{m-i}}-d_{n-1 n-1}\right)-a_{i n} d_{n n-1}\right), k+1 \leqslant i \leqslant m-1, d_{i n-1}, d_{i n} \in \mathbb{C}
\end{aligned}
$$

for all $1 \leqslant \mathfrak{i} \leqslant m$;
(iii)

$$
\left(\begin{array}{cccccccc}
0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0  \tag{6}\\
\vdots & \ddots & \vdots & \vdots & & \vdots & \vdots & 0 \\
0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & \ldots & 0 & \frac{\alpha}{2^{(n-2)-(k+1)}} & \ldots & 0 & d_{k+1 n-1} & d_{k+1 n} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \ldots & 0 & 0 & \ldots & \frac{\alpha}{2} & d_{n-2 n-1} & d_{n-2 n} \\
0 & \ldots & 0 & 0 & \ldots & 0 & d_{n-1 n-1} & d_{n-1 n} \\
0 & \ldots & 0 & 0 & \ldots & 0 & d_{n n-1} & d_{n n}
\end{array}\right)
$$

where

$$
\begin{aligned}
d_{i+1 n-1} & =\frac{a_{i n-1}\left(2 d_{i i}-d_{n-1 n-1}\right)+a_{i n} d_{n n-1}}{a_{i i+1}}, \quad a_{i i+1} \neq 0, \\
d_{i+1 n} & =\frac{a_{i n}\left(2 d_{i i}-d_{n n}\right)+a_{i n-1} d_{n-1 n}}{a_{i i+1}}, \quad a_{i i+1} \neq 0, k+1 \leqslant i \leqslant n-2, \quad 1 \leqslant k \leqslant n-1,
\end{aligned}
$$

and $\mathrm{d}_{\mathrm{k}+1 \mathrm{n}-1}, \mathrm{~d}_{\mathrm{k}+1 \mathrm{n}} \in \mathrm{C}$.
Proof. Let $e_{n}^{2}=e_{n-1}^{2}=0$. Then, (3.1) implies that $d_{n j}=0$ and $d_{n-1 j}=0$ for all $1 \leqslant \mathfrak{j} \leqslant n-2$. Now, a derivation of this case based on the possible eigenvalues are going to be described. To begin, the set of all eigenvalues of $d$ is given by $\operatorname{spec}(d)=\left\{d_{11}, \ldots, d_{n-2 n-2}, \alpha, \beta\right\}$ where

$$
\begin{aligned}
& \alpha=\frac{1}{2}\left(\sqrt{\left(d_{n-1 n-1}-d_{n n}\right)^{2}+4 d_{n-1 n-1} d_{n n}}+d_{n-1 n-1}+d_{n n}\right), \\
& \beta=\frac{-1}{2}\left(\sqrt{\left(d_{n-1 n-1}-d_{n n}\right)^{2}+4 d_{n-1 n-1} d_{n n}}+d_{n-1 n-1}+d_{n n}\right) .
\end{aligned}
$$

Case 1. Let $\lambda \in\left\{d_{11}, \ldots, d_{n-2 n-2}\right\}$. Since $\operatorname{spec}(d) \supseteq\left\{2 d_{11}, 2 d_{22}, \ldots, 2 d_{n-2 n-2}\right\}$, we obtain that $2 \lambda \in \operatorname{spec}(d)$. This implies that $\lambda=0$, which means that $d_{11}=\cdots=d_{n-2 n-2}=\alpha=\beta=0$ and $d\left(e_{i}\right)=d_{i n-1} e_{n-1}+$ $d_{i n} e_{n}$ for all $1 \leqslant i \leqslant n-2$. Now, (3.2) yields $\sum_{j=1}^{n} a_{i j} d_{j n} e_{n}=0$ and $\sum_{j=1}^{n} a_{i j} d_{j n-1} e_{n-1}=0$ for all $1 \leqslant i \leqslant$ $n-2$. Therefore, the two vectors $\left(d_{1 n}, \ldots, d_{n-2 n}, d_{n-1 n}, d_{n n}\right),\left(d_{1 n-1}, \ldots, d_{n-2 n-1}, d_{n-1 n-1}, d_{n n-1}\right)$ are roots of homogeneous linear system of equations $A x=0$ and $A y=0$, respectively. Obviously, if the first $n-2$ columns are linearly independent, then $d=0$. To obtain non-zero deviation, consider the first $n-2$ columns of the structural matrix $A$ are linearly dependent and denote the new matrix by $\left(A_{4}\right)$. Hence, $d$ is represented by $\mathrm{D}_{4}$.
Case 2. Let $\lambda \notin\left\{d_{11}, \ldots, d_{n-2 n-2}\right\}$. Then, $\lambda=\alpha \neq 0$ or $\lambda=\beta \neq 0$. Let $d_{1}<\cdots<d_{p_{1}}, d_{\mathfrak{p}_{1}+1}<\cdots<d_{p}$ be the possible non-zero values of $\left|d_{11}\right|, \ldots,\left|d_{n-2 n-2}\right|$. Clearly, $\left\{2 d_{11}, \ldots, 2 d_{n-2 n-2}\right\} \subseteq \operatorname{spec}(d)$, which indicates that $2 \mathrm{~d}_{1}, \ldots, 2 \mathrm{~d}_{\mathfrak{p}_{1}}, 2 \mathrm{~d}_{\mathfrak{p}_{1}+1}, \ldots, 2 \mathrm{~d}_{\mathfrak{p}} \in\left\{\mathrm{d}_{1}, \ldots, 2 \mathrm{~d}_{\mathfrak{p}_{1}}, \mathrm{~d}_{\mathfrak{p}_{1}+1}, \ldots, \mathrm{~d}_{\mathfrak{p}},|\alpha|,|\beta|\right\}$. Accordingly, we conclude that $|\alpha|=2 d_{\mathfrak{p}_{1}}, d_{\mathfrak{p}_{1}}=2 d_{\mathfrak{p}_{1}-1}, \ldots, d_{2}=2 d_{1},|\beta|=2 d_{\mathfrak{p}}, d_{\mathfrak{p}}=2 d_{\mathfrak{p}-1}, \ldots, d_{\mathfrak{p}_{1}+2}=2 d_{\mathfrak{p}_{1}+1}$ provided that all eigenvalues are in the form $\alpha$ or $\beta$, and $|\alpha|=2 d_{p}, d_{p}=2 d_{p-1}, \ldots, d_{2}=2 d_{1}$ when all eigenvalues are in the form $\alpha$. In the same manner which used in Case 1.1, one can show that there exists one eigenvalue $\frac{1}{2} \alpha$ $\left(\frac{1}{2} \beta\right)$ with module $d_{p_{1}}\left(d_{p}\right)$ and so on. Hence,

$$
\begin{aligned}
& \operatorname{spec}(d)=\left\{\frac{\alpha}{2^{p_{1}}}, \ldots, \frac{\alpha}{2}, \alpha\right\} \text { or } \operatorname{spec}(d)=\left\{0, \frac{\alpha}{2^{p_{1}}}, \ldots, \frac{\alpha}{2^{\prime}}, \alpha\right\}, \\
& \operatorname{spec}(d)=\left\{\frac{\alpha}{2^{p_{1}}}, \ldots, \frac{\alpha}{2^{\prime}}, \alpha, \frac{\beta}{2^{p_{p}}}, \ldots, \frac{\beta}{2}, \beta\right\} \text { or } \operatorname{spec}(d)=\left\{0, \frac{\alpha}{2^{p_{1}}}, \ldots, \frac{\alpha}{2}, \alpha, \frac{\beta}{2^{p}}, \ldots, \frac{\beta}{2}, \beta\right\} .
\end{aligned}
$$

By performing an appropriate basis permutation, we assume that $\left|d_{11}\right| \leqslant \cdots \leqslant\left|d_{k k}\right|<|\alpha|, \quad\left|d_{k+1 k+1}\right| \leqslant$ $\cdots \leqslant\left|d_{n-2 n-2}\right|<|\beta|$. Now, (3.2) follows that $\sum_{j=1}^{n-2} a_{i j} d_{j j} e_{j}+\sum_{j=1}^{n} a_{i j} d_{j n-1} e_{n-1}+\sum_{j=1}^{n} a_{i j} d_{j n} e_{n}=$ $\mathrm{d}\left(e_{\mathrm{i}}^{2}\right)=2 \mathrm{~d}_{\mathfrak{i}}\left(e_{\mathrm{i}}^{2}\right)=2 \mathrm{~d}_{\mathrm{ii}} \sum_{j=1}^{n} \mathrm{a}_{\mathrm{ij}} e_{j}$. This means the following:

$$
\begin{align*}
\sum_{j=1}^{n} a_{i j} d_{j n} & =2 d_{i i} a_{i n}, \sum_{j=1}^{n} a_{i j} d_{j n-1}=2 d_{i i} a_{i n-1},  \tag{3.17}\\
a_{i j}\left(2 d_{i \mathfrak{i}}-d_{j \mathfrak{j}}\right) & =0, \text { for all } 1 \leqslant i, j \leqslant n-2 . \tag{3.18}
\end{align*}
$$

Case 2.1. Let

$$
\left\{\mathrm{d}_{11}, \ldots, \mathrm{~d}_{\mathrm{kk}}\right\}=\bigcup_{\mathfrak{i}=0}^{s}\left\{\frac{1}{2^{i}} \alpha\right\}, \quad\left\{\mathrm{d}_{\mathrm{k}+1 \mathrm{k}+1}, \ldots, \mathrm{~d}_{\mathfrak{m} \mathfrak{m}}\right\}=\bigcup_{\mathfrak{j}=0}^{\mathrm{r}}\left\{\frac{1}{2^{j}} \beta\right\},
$$

and $d_{\mathfrak{m}+1 m+1}=\cdots=d_{\mathfrak{n}-2 \mathfrak{n}-2}=0$. Accordingly, (3.18) follows that $a_{i j}=0$ if $1 \leqslant i \leqslant k$ and $k+1 \leqslant$ $\mathfrak{j} \leqslant m, \quad 1 \leqslant i \leqslant k$ and $m+1 \leqslant j \leqslant n-2, \quad k+1 \leqslant i \leqslant m$ and $1 \leqslant j \leqslant k, \quad k+1 \leqslant i \leqslant m$ and $m+1 \leqslant j \leqslant n-2$. The consequence of using $d_{i i} \neq 2 d_{j j}$ for all $k+1 \leqslant i \leqslant n-2, j \in\{1, k+1\}$ and (3.18) is that $a_{i k+1}=a_{i 1}=0$ for all $k+1 \leqslant i \leqslant n-2$. Therefore, the $1^{(s t)}$ and $(k+1)^{\text {th }}$ columns of the structural matrix $A$ are zero. Thus, RankA is satisfied, i.e., the other columns must be non-zero and linearly independent. The used method for proving existence of different elements in Case 1.1 can be repeated to show that $d_{11}, \ldots, d_{n-2 n-2}$ are different elements. Therefore,

$$
d_{k k}=2 d_{k-1 k-1}, \ldots, d_{22}=2^{k-1} d_{11}, \quad d_{m m}=2 d_{m-1 m-1}, \ldots, d_{k+2 k+2}=2^{m-(k+1)} d_{k+1 k+1} .
$$

From (3.18), we obtain $a_{i j}=0$ for all $1 \leqslant i \leqslant m, j \neq i-1$. Hence, $d_{k k}=\frac{\alpha}{2}$ and $d_{\mathfrak{m} m}=\frac{\beta}{2}$ and so $d_{i i}=\frac{\alpha}{2^{k-i}}$ and $d_{i i}=\frac{\beta}{2^{m-i}}$ for all $1 \leqslant i \leqslant k, \quad k+1 \leqslant i \leqslant m$, respectively. Finally, the structural matrix $A$ should be in the following form:

Now, consider the $M \times M$ sub matrix $A_{M}=\left(a_{i j}\right)_{\mathfrak{m}+1 \leqslant i, j \leqslant n-2}$ of the structural matrix $A$ where $M=$ $((n-2)-(m+1)+1)$. It is easy to see that (3.18) implies

$$
\begin{aligned}
& \left(\begin{array}{ccc}
a_{m+1 m+1} & \ldots & a_{m+1 n-2} \\
\vdots & & \vdots \\
a_{n-2 m+1} & \ldots & a_{n-2 n-2}
\end{array}\right)\left(\begin{array}{c}
d_{m+1 n-1} \\
\vdots \\
d_{n-2 n-1}
\end{array}\right)=\left(\begin{array}{c}
0 \\
\vdots \\
0
\end{array}\right), \\
& \left(\begin{array}{ccc}
a_{m+1 m+1} & \ldots & a_{m+1 n-2} \\
\vdots & & \vdots \\
a_{n-2 m+1} & \ldots & a_{n-2 n-2}
\end{array}\right)\left(\begin{array}{c}
d_{m+1 n} \\
\vdots \\
d_{n-2 n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
\vdots \\
0
\end{array}\right),
\end{aligned}
$$

and $a_{i i+1} d_{i+1 n-1}+a_{i n-1} d_{n-1 n-1}=2 d_{i i} a_{i n-1}, a_{i i+1} d_{i+1 n}+a_{i n} d_{n n}=2 d_{i i} a_{i n}$ for all $1 \leqslant i \leqslant k-1$, $k+1 \leqslant \mathfrak{i} \leqslant m-1$, respectively and $a_{\mathfrak{j n}} d_{n n-1}=a_{\mathfrak{j n - 1}}\left(2 d_{j \mathfrak{j}}-d_{n-1-n-1}\right), a_{\mathfrak{j n - 1}} d_{n-1 n}=a_{\mathfrak{j} n}\left(2 d_{j j}-d_{n n}\right)$ for all $j \in\{k, m\}$.

Now, we already know that these columns of the sub matrix $A_{M}$ are linearly independent, which signifying that $d_{m+1 n}=\cdots=d_{n-2 n}=0$ and $d_{m+1 n-1}=\cdots=d_{n-2 n-1}=0$. Based on $a_{i \mathfrak{i}+1} d_{i+1 n-1}=$ $\left(2 d_{i \mathfrak{i}}-d_{n-1 n-1}\right)$ and $a_{i \mathfrak{i}+1} d_{i+1 n}=\left(2 d_{\mathfrak{i} i}-d_{n \mathfrak{n}}\right)$, one readily derives the following:

$$
d_{i+1 n}=\frac{1}{a_{i i+1}}\left(a_{i n}\left(\frac{\alpha}{2^{k-i}}-d_{n n}\right)-a_{i n-1} d_{n-1 n}\right), \quad 1 \leqslant i \leqslant k-1
$$

and

$$
d_{i+1 n-1}=\frac{1}{a_{i i+1}}\left(a_{i n-1}\left(\frac{\beta}{2^{m-i}}-d_{n-1 n-1}\right)-a_{i n} d_{n n-1}\right), \quad k+1 \leqslant \mathfrak{i} \leqslant m-1 .
$$

Hence, the derivation $d$ of this sub case is in the form $D_{5}$.
Case 2.2 Let $\left\{d_{22}, \ldots, d_{n-2 n-2}\right\} \backslash\{0\}=\bigcup_{i=1}^{s}\left\{\frac{1}{2^{i}} \alpha\right\}$. In the same manner that used in the previous sub case,
we can show that the structural matrix $A$ should be in the following form:

$$
\left(\begin{array}{cccccccccc}
a_{11} & \ldots & a_{1 k-1} & 0 & 0 & 0 & \ldots & 0 & a_{1 n-1} & a_{1 n}  \tag{6}\\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
a_{k 1} & \ldots & a_{k k-1} & 0 & 0 & 0 & \ldots & 0 & a_{k n-1} & a_{k n} \\
0 & \ldots & 0 & 0 & 0 & a_{k+1 k+2} & \ldots & 0 & a_{k+1 n-1} & a_{k+1 n} \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \ldots & 0 & 0 & 0 & 0 & \ldots & a_{n-2 n-2} & a_{n-2 n-1} & a_{n-2 n} \\
0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0
\end{array}\right)
$$

Whereupon, the derivation $d$ of this sub case is in the form $D_{6}$.

## Appendix

$$
\left(\begin{array}{cccccccccccccccc}
\mathrm{d}_{11} & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \mathrm{~d}_{1 n} \\
0 & \mathrm{~d}_{22} & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & \mathrm{~d}_{2 n-1} & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 2 \mathrm{~d}_{22} & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & X & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 2 d_{11} & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & \mathrm{Y} & 0 & 0 \\
0 & -b_{2} \mathrm{~d}_{2 n-1} & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & d_{22} & 0 \\
-b_{1} d_{1 n} & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & d_{11}
\end{array}\right)
$$

where $X=2^{m-(s-1)-1} d_{22}, \quad Y=2^{n-(q+1)-1} d_{11}$.

$$
\left(\begin{array}{cccccccccccccccc}
\mathrm{d}_{11} & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \mathrm{~d}_{1 n}  \tag{3}\\
0 & \mathrm{~d}_{22} & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & \mathrm{~d}_{2 n-1} & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & X & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & \mathrm{~d}_{22} & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & \vdots & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ddots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & \mathrm{Y} & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 & \ldots & d_{11} & 0 & 0 \\
0 & -b_{2} \mathrm{~d}_{1 n-1} & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & d_{22} & 0 \\
-\mathrm{b}_{1} \mathrm{~d}_{1 n} & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & d_{11}
\end{array}\right)
$$

where $X=\frac{d_{22}}{2^{\mathrm{m}-(s+1)}}, \quad Y=\frac{\mathrm{d}_{11}}{2^{(n-2)-(r-2+1)}}$.




## $\Sigma^{\infty}$

$$
\begin{aligned}
& \text { EO 듕… }
\end{aligned}
$$

$$
\begin{aligned}
& 000 \cdots 000 \cdots 000 \cdots 00 \cdots \frac{1}{1} 0.000
\end{aligned}
$$

$$
\begin{aligned}
& 000 \cdots 000 \cdots \circ 00 \cdots 00 \cdots \circ 000
\end{aligned}
$$

$$
\begin{aligned}
& 000 \cdots 000 \cdots \frac{\prod_{E}^{E}}{E} 00 \cdots 00 \cdots 0000
\end{aligned}
$$
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