J. Nonlinear Sci. Appl., 16 (2023), 1-17

ISSN: 2008-1898

% Scienceg

fd/o

journaj o
7%
5
&
a
s 8%
Uopyed\\'

Journal of Nonlinear Sciences and Applications

Journal Homepage: www.isr-publications.com/jnsa

Two inertial CQ-algorithms for generalized split inverse
problem of infinite family of demimetric mappings

M) Check for updates

Cholatis Suanoom?, Seifu Endris Yimer?, Anteneh Getachew GebrieP*

4Program of Mathematics, Science and Applied Science center, Faculty of Science and Technology, Kamphaeng Phet Rajabhat,
Kamphaeng Phet 62000, Thailand.

bpepartment of Mathematics, College of Computational and Natural Science, Debre Berhan University, Debre Berhan, Ethiopia.

Abstract

In this paper, two new inertial CQ-algorithms with strong convergence results are constructed to approximate the solution of
the generalized split common fixed point problem: given as a task of finding a point that belongs to the intersection of an infinite
family of fixed point sets of demimetric mappings such that its image under an infinite number of linear transformations belongs
to the intersection of another infinite family of fixed point sets of demimetric mappings in the image space. The algorithms are
established based on the CQ-projection method with inertial effect and step-size selection technique so that the implementation
of the proposed algorithms does not need any prior information about the operator norms. The proposed methods improve,
complement, and generalize many of the important results in the literature.
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1. Introduction

Let E be a nonempty set and U : E — E is a nonlinear mapping. A point x € E with Ux = x is
called a fixed point of U. The notation F(U) describes the set of all fixed points of the operator U, i.e.,
FU)={x e E:U(x) =x}

For a real Hilbert space H the mapping U : H — H is called

(1) 2-generalized hybrid mapping [22] if there exist &1, x2, 31, B2 € R such that
o[ UPx — Uyl + o[ Ux — Uy |* + (1 — o — o) [[x — Uy>
< Bal[UPx —y >+ BafUx —y|* + (1 — B1 — B2 [x —y[>, V(x,y) € HxH;
(2) k-strict pseudocontraction [3] if there exists a k € [0,1) such that

[Ux —Uy|? < [[x —y[? +&ll(I-UWx— (I- Wyl Y(xy)€HxH;
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(3) firmly nonexpansive if
[Ux — Uy ? < x—yl* = I(I—Wx — (I-Wy|? VY(x,y) € HxH;
(4) p-demicontractive mapping [20] if F(U) # () and there exists a p € [0,1) such that
[Ux — x| < [Ix —%||* + plix — Ux|?, V(x,%) € Hx F(U);
(5) directed [10] if F(U) # () and
[Ux —x||* < [[x —&|* = lIx — Ux||?, V(x,%) € HxF(U).

The class of 2-generalized hybrid mappings contains several classes of mappings, for example, the classes
of nonexpansive mappings, nonspreading mappings, hybrid mappings, and generalized hybrid map-
pings. However, the class of 2-generalized hybrid mappings does not contain the class of k-strict pseu-
docontractions and the class of k-strict pseudocontractions does not contain the class of 2-generalized
hybrid mappings by the fact that k-strict pseudo-contractions are continuous and 2-generalized hybrid
mappings are not continuous; see [22, 25] and the reference therein. Motivated by this, recently, Takahashi
[34] introduced a broad class of nonlinear mappings called k-demimetric mapping in a smooth Banach
space. To be precise, for a smooth Banach space E the mapping U : E — E is called k-demimetric if
F(U) # 0 and there exists k € (—oo, 1) such that

1—
2

(x— %, J(x — Ux)) = ——S[]x — Ux||%, ¥(x,%) € E x F(W),

where | is the duality mapping on E. The definition of k-demimetric in the context of real Hilbert space
H (E = H, where H is a real Hilbert space) is reduced to

11—«

(x—%,x—Ux) > |x — Ux|?, V(x,%) € H x F(U). (1.1)

It is clear that (1.1) is equivalent to the following;:
[Ux — x| < [lx —%||* + k[[x — Ux|?>, V(x,%) € Hx F(U).

The class of k-demimetric mappings in Hilbert space contains the classes of k-strict pseudocontractions,
2-generalized hybrid mappings, firmly quasi-nonexpansive mappings, quasi-nonexpansive mappings, -
demicontractive and directed mappings, see [22] and the reference therein. Moreover, several types of
mappings appearing in optimization belong to the class of k-demimetric, see [21, 35] and references
therein. Due to this, recently, there is a growing research interest about fixed point existence and iterative
approximation of demimetric mapping, see for example [21, 34, 35].

Let A C R be an index set, IP1 and IP2 are two inverse problems installed in spaces X and Y, respec-
tively. Then Generalized Split Inverse Problem (GSIP) is stated as follows:

such that

find x* € X that solves IP1
y* = Ax(x*) €Y, Vk € A and y* solves P2,

where Ay is a linear transformation from X to Y for each k € A. If A = Ay for all k € A, then GSIP
will be reduced to Split Inverse Problem (SIP) [9]. There is a considerable investigation of different types
of problems in the framework of SIP due to its several applications, for instance, in image restoration,
computer tomograph, radiation therapy treatment planning, sensor networks, resolution enhancement, in
optics and neural networks, see [4, 7]. The well-known problem in the framework of SIP is split common
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fixed-point problem (SCFP), which is first introduced by Censor and Segal [10], formulated as a problem
of finding:
% € F(U) such that Ax € F(T),

where H; and H, are real Hilbert spaces, A : H; — H; is nonzero bounded linear operator, U : H; — H;
and T : Hy — H; are directed operators. After Censor and Segal [10], several studies has been done to
solve SCFP for different class of mappings (see, for example, [5, 6, 27, 28, 37] and the references therein).

In this paper, we consider GSIP type of problem which generalizes several studies considered in
literature. The problem under consideration in this paper is the generalized split system of common fixed
point problem (in short GSSCFP), formulated as a problem of finding

F(Us) such that Ay (x) € [ F(Ti), Vk €N, (12)
1 i=1

X €

IDX:

i

where H; and H; are two real Hilbert spaces, Ax : Hi — Hy is linear transformation for all k € IN,
U; : Hy = Hy and T; : H, — Hj are nonlinear mappings for all i € IN.

If Ay = A for all k € IN, then GSSCFP will be reduced to the problem considered by Eslamian [13] and
Abkar and Shahrosvand [1] for the class of demicontractive mappings U; and T;. To be precise, Eslamian
[13] introduced the following strong convergence Theorem.

Theorem 1.1. Let Hy and Hy be two real Hilbert spaces and A : Hy — Ha be a bounded linear operator. Assume
that Uy : Hy — Hy is (-demicontractive mappings and 1 — Uy is demiclosed for all i € IN, Ty : Hp — Ha is
w-demicontractive mappings and 1 — Ty is demiclosed for all i € IN. Suppose Q = {x € ;o; F(Ui) : A(x) €
MNie; F(Ti)} # 0. Assume that f is a contraction of Hy into itself with constant b € (0,1) and B be a strongly
positive bounded linear self-adjoint operator on Hy with coefficient y < 1and 0 <y < L. Let {xn} be a sequence
generated by x1 € Hy and by

0
Yn = Xn — Z B(i,n)nBA*(Ti — D Axn,
i=1

Zn = Yn — 'Zl X(in) %(ul - I)Un/
i=
Xn+1 = Inyf(xn) + (I—=0nB)zn,

where 3 € (0,1) andn € (0, 1}\_—[5”) with A being the spectral radius of the operator A*A and {o¢(i )}, {B(in)} and
{0n} satisfy the following conditions:

(1) linnl}or.}f X(in) > 0and linrrlg)r.}f Bin >0;

(11) Z X(in) = Z B(i,n) = 1, lim 6n = 0, and Z 6n = OQ.
i=1 : n—o0

i=1 n=1

Then, the sequence {xn} converges strongly to x € Q.

The main drawback of Eslamian [13] and several other results in literature concerning SIP (see, for
example, [1, 6, 13] and the references therein) is that the step-size selection are dependent on operator
norm value ||A[|. This means that in order to implement the algorithms, one has to first compute (or,
at least, estimate) operator norm ||A||, which is not always an easy task, see Theorem of Hendrickx and
Olshevsky in [19]. Motivated and inspired by the works in literature, and by the ongoing research in
these directions, the purpose of this paper is to introduce two new accelerated CQ-algorithms to solve
GSSCEFP for the broad class of nonlinear mappings called k-demimetric, such that the implementation of
the proposed algorithms does not need any prior information about the operator norms. The proposed
methods use the idea of CQ-iterative scheme with adaptive technique combining the inertial extrapolation
term 0(xn, —Xn1), which is the procedure of speeding up the convergence (see, [31]). In many practical
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applications speeding up the convergence the sequence generated by iterative method is needed, see, for
example, [23, 24].

We propose two accelerated CQ-algorithms for solving the GSCFP (1.2) by making use of the following
four standard assumptions:

(A1) Ay :H; — Hp is nonzero bounded linear operator for all k € IN;

(A2) U;:H; — Hj is ni-demimetric mapping and I — U; is demiclosed at 0 for all i € IN;
(A3) T;:Hy; — Hpy is Bi-demimetric mapping and I —T; is demiclosed at O for all i € IN;
(A4) T denotes the solution set of the GSCFP (1.2) and I is nonempty.

The rest of this paper is organized as follows. In Sec. 2, some useful facts and tools are given. In
Sec. 3, the two inertial CQ-algorithms and the proof of their strong convergence theorem are presented.
Finally, in Sec. 4, we give some applications, where we show some of the applications that follow from
our main result.

2. Preliminary

In this section, we give notations and recall some useful definitions and results in a Hilbert space H
that are useful in our main result.

The notation "—” denotes the strong convergence and '—’ denotes the weak convergence, and for a
sequence {xn, } in a real Hilbert space H, w., (x,) stands for the set of cluster points in the weak topology,
that is,

Wiy (xn) =1{p : IHxn} C {xn} such that x,,, — p}.

The following equality is well-known in a real Hilbert space H:
I+ yl1? =[x + [[yl1 + 20x, ).

Let C be a nonempty closed convex subset of H. The metric projection Pc : H — C is defined by
Pc(x) = argmin{||y — x| : y € C}. Note that for x € H and a point z € C, then z = Pc(x) if and only if
(x—z,y—2z) <0, VWyeC.

Definition 2.1. Let U: H — H be a mapping. Then the mapping I — U is called demiclosed at 0 if, for a
sequence {xn } in H with x, = X and x, — Ux,, — 0, implies x € F(U).

Lemma 2.2 ([34]). The set of all fixed points F(U) of k-demimetric mapping U : H — H is closed and convex
subset of H.

Lemma 2.3 ([11]). Let {xn} be a sequence in H and let {ot,} be a sequence real numbers with 0 < oy < 1 for all

o0
n>1land ) on = 1. Then for any positive integers m, r with m < r, we have
n=1

o¢] 2 (9]
| 2 own | < 3 tnlxnl? = et e —
n=1

n=

Lemma 2.4 ([26]). Let C be a closed convex subset of a real Hilbert space H. Let {xn} be a sequence in H, u € H
and let § = Pc(u). If the sequence {xn} satisfies the following two conditions:

(i) wwxn) CC
(i) n — ) < Ju—gl foralln > 1,

then, xn — .
Let Condition I refers to, the following real parameter sequence restrictions.

Condition I: Suppose {0}, {6%i )};’f’:l (i € N), and {Gﬁk)};’le (k € IN) are real sequences satisfying the
conditions:
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(cn Ogen\eforalln 1, for some 0 > 0;

(C2) 0< liminff) < limsup 6n <l({ieN)and ) 553) =1;
n-—o0 n—rc0 i=1

(C3) 0 < liminf O'n < limsup O'n <l(keN)and >_ oﬂ‘) =1.
n—o00 n—oo k=1

3. Main results

In this section, we propose the two inertial CQ-algorithms (using Parallel and Sequential computing
method) by combining the CQ-projection scheme with inertial extrapolation and self-adaptive step-size
selection technique, and we prove the strong convergence of the algorithms to solution point of GSCFP
(1.2) under the given suitable assumptions (A1)-(A4).

Algorithm 3.1 (Parallel-computing inertial CQ-algorithm). Let {6}, {6 }°° 1 (i€ N)and {O‘n 10, (ke
IN) be real sequences satisfying Condition I, and let {p(; n)}5_; (i € IN) be a real sequence such that

(€4) 0<pin) <A =min{l —pi,1—Bi} and Kminfp(i n) (At —p(in)) > 0.
Choose x¢,x1 € Hj arbitrarily and follow the following iterative steps.

STEP 1. Evaluate z,, = xn, + 01 (Xn — Xn—1).

STEP 2. Evaluate ti) = (1- Ui)zn and yi™ = (1= T)Arzn. Let Yo ={(i,k) € N x N : AL (yn™) +
tl ||} # 0}. If ¥;, = (), then STOP. Otherwise, go to STEP 3.

STEP 3. Compute

00 00 (k)2 (1))2

k . + t N .,k .

_ZG;)Z{)S)%M lyn .H ( I )n I (AL§™) +5),
k=1 i1 H(ik) Zn

where p(; ) (zn) = [|AL(Y ) +tn HZ if (i, k) € W, Wi k) (zn) = 1 otherwise.

STEP 4. Evaluate x,, 1 = Pc,nQ, (xo), where Cy, and Q, are half-spaces given by

[e¢]

S 2
k i ( + |t
Crn={zeHi:fsn—2? <llzn—2P =Y ol Y som (i —prim) ™ 1P + 7 }
- . k) (zn)

and Qn = {z € Hy: (xn —2,xn —Xx0) < 0}.
STEP 5. Setn:=n+1 and go to STEP 1.
Lemma 3.2. The stopping condition (in STEP 2) of Algorithm 3.1 is satisfied (Y, = () for some n € IN) iff z, € T.
Proof. Suppose ||Aj (I —Ti)Axzn + (I —Uj)zn || =0 for all (i, k) € IN x IN. Now, for p € T, we have

0=[AL(I-Ti)Akzn + (I—Ui)zn|l||lzn — Pl
> (AL(T=Ti)Axzn + (I—Ui)zn, zn —p)
= (A (I-Ti)Axzn, zn —p) + (I = Ui)zn, zn — p)
= ((I—Ti)Axzn, Ak, Zn — Akxp) + {(I—=Ui)zn,zn —p)
> 1- Th ” — Bi
2

To)Asza | + (1= Ug)zn .

This implies ||(I —T;i)Axznl|| = H Ui)zn| =0 for all (i,k) € N x IN. Therefore, z,, solves GSCFP (1.2).
The converse is stralghtforward O
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Theorem 3.3. The sequence {x,} generated by Algorithm 3.1 converges strongly to x € T', where X = Pr(xop).

Proof. Let x € T'. Now, using the definition of s, we have

ZOO ZOO @ uyEi' 2+ 1t 12 v (k) oy o2
1 7

1=

) 00 , 2 2

+ ||t . i . 2

N R DITISh I TN L R e RTC) R
- = Kk (zn)

[e¢]

k=
> 2 )2
+ It - ~
_2<Zo_k Zég pln ||UT1 || ” n || (Ai(yg'k))+tg)),zn—i>

k=1 = K1) (zn)

—_

Now,

00 0 (LX) 2 ()2
(k) (1) lyn " I° + It 117 e (k) (i ||?
o On P AL )+t H
H kZ " ; ) M(i,k)(zn) ( kin " )

e .
[y )12 + 112

N T
Mz~
T~

O'nk) 5;1) Olim o (o) (Ai(yg,k))ﬂg))”z
k=1 i=1 ’
o0 00 (LK) 2 ()2
:égnk);{)g) <p“'“)HynMu’,’k)J(rz‘1|1t)n H )2\\(A§(yﬁf’k))+t§j))||2 (32)
2 TR I ID? s w0y (02
= Zo—n ZS“ p(i,n) PLZ' (Zn) H(Ak(yn )+tn )H
kO:Ol 10201 (i,k)(l’;) (1) 2y2
<3 ol s, Uy P i

Kk (zn) ’

x
I
-
o
I
_

and using the definition of yg ) and tg ) and since U; and T; are demimetric, we get

0 o0 (Lk))12 (1)12
k i + |t w7 (Lk i _
<ZGT(1)Z&(1UP(LM Hynu(in)(Z\r\Jn | (AL ))+tif)),zn—x>
k=1 i=1
K) Hy <) +Ht I .
k=1
t . .
= Zoﬁk Zén P(in) lyn™* ” ul N ((y ), Azn — Aw‘c}—l—(tg),zn—i))
k=1 u(l,k)( n) (3 3)
00 00 K2 (i)2 )
k) i) Hyn || + [[tn || — B 2 1— Th
> o On ' Pi ( t )
]; n Z n (i,m) u(lk)( ) 2 H H || n ||

e 0w ) IIU R e @2
= — o ) ! + (|t
=5 E n E n P(in) e (Zn) (Ihyn |17 + 1t ]1%)

l &= &) w @ (lyn |17+ |1t )
15 05 B

By virtue of (3.1), (3.2), and (3.3), we deduce

o0

el 22a S oS sl 2 (hyr ™ 117 + 10 |2)2
lsn —%I? < llzn —XIP+ Y _on” ) 8n'pfin
— — ’ Kk (zn)
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(1))12y2
Hy NP+ e )
o o\t p 3.4
Z " Z TR (i) (zn) G4
o0 o0 2 2y2
(i) (hyn "M%+ [[tn " [1%)
Zn —X||°— On N —Pin))
< llen —xI* ; ; m R () (i) (zn)

From (3.4), we have x € Cy,, and this implies that ' C C, for alln > 0. Next, we show by induction " C Qn
for all m > 0. Now, for n =0, we have I' C H; = Qq. Assume that I' C Q. From x,, 1 = Pc, 1, (x0), we
have

(Xn41—2,%n+1 —%0) <0, Vz€ CLNQn.

Thus, by Qni1 =1{z € Hi : (Xn+1 —2,Xn+1 —x0) < 0} we have C, N Qn, € Qny1. From I' C Cy, and the
assumption I' C Qn, we get ' C Ch N Qn C Qny1. Hence, I' C Qn forallm > 0.

Let § = Pr(xo). Now from the definition of Q,, we can see that x, = Pq, (xo). It then follows from
Xn+1 = Pc,nq. (xo) that

[xn —x0l|= [[Pq, (x0) — ol < |IPr(x0) —xol| = [[§ — x0l|-

This shows that {||x, —xg||} is {xn} is bounded, and thus w,, (x,) # (. Note that since {xy, } is bounded and
llzn|| < (14 0)||xn| + 0||xn_1|| we see that {z,} is bounded. Moreover, in view of (3.4) and the conditions
(C2)-(C4), we obtain [|sn —X|| < ||zn —X||, and hence {z,,} is also bounded.

Again, from x,, = Pg, (x0) and xn 41 € Qn, we have (X1 —Xn,Xn —Xg) = 0 and hence

[ Xn41— XnHZ < xns1 _anZ +2(Xn41 — Xn, Xn —X0) = [[Xn41— XOH2 — [Ixn _X0H2~

n o0
This implies 5 [[x141 —x1[*> < |[Xnt1 —%ol> < |Pr(x0) —xo||? for alln > 0, and hence Y ||xn 11 —Xnl* <
1=0 n=1

o
IPr(x0) —xo||?. Thatis, 3 ||Xni1—xn|[?> < co and hence
n=1

[Xn+1—%nl|| =0, n — oo. (3.5)

By the definition of z, and condition (C1), we get
lzn —Xn|| = OnllXn — Xn—1] < 0l|xn —xn_1l| = 0, N — oo. (3.6)

Since xn 41 € Cn, employing (3.5) and (3.6), we get

[sn —znll = Hsn = Xnp1ll +llzn = xnpll < 220 = X0l

2(lzn — xn |l + [[Xn —xn41l]) = 0, N — co.

Noting that {z} and {s,,} are bounded, from (3.4), we have

H(ik) (Zn) (3.7)

<lzn =% = llsn = %[ < [z = snll(lzn = %[ + [lsn = %I)) = 0, n — co.

00 [ (iX%))12 (1))1212

k i ( +{Itn |I9)
3 of Y s O~ prg 1o ]
k= i=1

Using the conditions (C2)-(C4), we have from (3.7) that

(lyn”™ ]2 + [[t57]2)2
K(ik) (zn)

—0, n— oo, (3.8)
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for all (i,k) € IN x IN. Now, if (i,k) € ¥,,, we have

lyn 12 + 161 (ryr ™12 + f1tn 12)
max{[|Ax[% 1} max{|| AL |12, 1y )12 + 1))
Uy ™17 + 15 1%)3
T ALPIY R 4 e

: : (3.9)
o Uyn™ 2+ e 1P
JAL un ™ P+ w12
20y IR 1?20y )2 + e 1)
JAL R ™)+t |2 ik (2n)
Moreover, if (i, k) ¢ ¥y, then ||y$f’k) 12 + ||tg) |?> = 0 and thus
- . Lk .
lyn™ Pl 12— 0 2y R ) .
max{||Ax|?, 1} (i) (zn) H(ix)(zn)
Hence, by (3.9) and (3.10), for all n € IN, we get
Lk : Lk :
lyn ™12+ 12 _ 20yn ™ 12+ f1tn )
max{||Ax||?, 1} K(ik)(zn) ’
for all (i,k) € N x N, and so this together with (3.8) gives
lim (Jyn™ | +[lt2[7) =0 & lim [lyn™| = lim [t2] =0,
n—o0 n—o00 n—oo
for all (i,k) € N x IN. Therefore,
T}i_{r;oH(I—Ti)AanH :nli_rgoH(I—Ui)an =0, (3.11)

for all (i,k) € N x IN.

Next we show w., (xn) C T'. Let p € wy,(xn) and a subsequence {xn,} and {xn} with x,, — p. Using
(3.6), we get that z,, — p and Ax(zn,) — p (Vk € IN), and hence by demiclosedness at 0 assumptions of
of  —U; and I —T; together with (3.11), we obtain p € I'. That is, wy,(xn) C I'. Therefore, for § = Pr(xo)
and the sequence {x,,} generated by Algorithm 3.1, we obtained the inequality (3.5) and w, (xn) C T, and
hence Lemma 2.4, gives x,, — Pr(xp). This completes the proof. O

In following sequential type inertial CQ-algorithm we assume that n; < 0 for all i € IN in assumption
(A2).

Algorithm 3.4 (Sequential-computing inertial CQ-algorithm). Let {6}, {25;i )}ﬁf’:l (i € IN) and {O'%k) o0

n=1

(k € IN) be real sequences satisfying Condition I, and let {p(; )}5x_; (i € IN) be a real sequence such that
(€4) 0<p@n) <1—Piand iminfpin)(1—PRi—p@n)) >0
Choose xg,x1 € Hy arbitrarily and follow the following iterative steps.

STEP 1. Evaluate z,, = xn, + 01 (Xn — Xn—1)-

STEP 2. Evaluate y\"* = (I1—Ti)Arzn. Let W,, = {(i,k) € N x N : AL (y ™)) #0).
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STEP 3. Compute

00 . 2
Snzzég)u ( Zon P(in) I Axly lk))),
i=1 1k)( )
where W k) (zn) = A% (Y Hz if (i, k) € Wn, K@ik (zn) = 1 otherwise.

STEP 4. Evaluate x,,11 = Pc,nq, (xo) where C;; and Qy, are half-spaces given by

(1) 14
C.. = € Hy: _ 1?2 < _ %2 5 (1— Iy |
n={z€Hi:|sn—2? < llzn—%| Z Zanpm B =Pl k)(Zn)}
andQn:{z€H1:<xn—z,xn—x0)<0}.
STEP 5. Setn:=n+1 and go to STEP 1.

Theorem 3.5. The sequence {xn} generated by Algorithm 3.4 converges strongly to X € T, where X = Pr(xo).

Proof. Let x € T and let t(; ) = zn — Z ok p m)MA

# (7, (LK)
= 1) (Zn) yn)

. Now since T; is (3;-demimetric
mapping, we have

Itin) — x|
|1

Hzn ch Pl ”y“ LA (g — %
)(Zn)

i
Hiik

= [lzn — X||2+HZG“ Pl Hyn H2 Ak( H <ch pln HU H2 Axl nk)),ln*_>
(1k)( n) k) (zn)
ezt Z (oo lyn™ \2) 1Ayl i . ||yn 1P At (y59), 2 — 5
mn Vi
™ ) (2n) = ik (zn) VI "
2, Hyn H4 ly™ |12
|ZT‘L_X|| ZUH p ZZGn p (in) k)( )<U A ( AkX>
1
2 K3 ||yn u4 = lye™ |14
Zn —X||”+ On o p —Bi)——————
| n H Z Z n (i,m) 1 H(i,k)(z )
o8 3 oy 1 B ) L L
2 i .
(in) v rPGm) Kk (Zn)

k=1

Noting U; is nj-demimetric mapping with n; < 0 and using the definition of y.,, we have

lsn —x|I?

0 .
= H > 81 Uit in)) — X
i1
o0

< Z 5L [UWilt(in)) —7_<||2
io1

(o)
< 388 (Itgam) = RI2 e Usam) = tom )
i=1

i

4 o0
Hzn_XHZ Zé Z 0'n p (im) (1_ Bi— Pmn) ||Un H +Zén mHU 1n)H2

i=1 H(

(3.12)
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i,k
lyn ™)

Hzn_xHZ Zén ch Pin) 1_[31 P( 1n) (313)

= Hiik)(zn)

In view of (3.13), we have X € Cy, and this implies that ' C C,, forallm >0
Now, by similar procedure as in the proof of Theorem 3.3, we obtain that

(i) T Qn forallm > 0;

(ii) for § = Pr(xo), we have ||xn —xo|| < ||[J —x0l|, consequently, {x} is bounded, and hence {s} and
{zn} are also bounded;

iv) |[xnt1 —xnll =0, [|zn —Xn|| = 0, and ||zn — sn|| = 0 as n — oo.

Since {z} and {s,,} are bounded and ||s;, —zn|| — 0, we have
ik
lys ™

— (i) v (k)
o on P 1—=Bi—Pin)——F——
; n kZl n (im) (i,n) U’(i,k)(zn) (314)
< lzn = %)* = [Isn — %I* < llzn = snll([lzn — %[ + [Isn —%[)) = 0, 1 = oo.
From (3.14) and the conditions (C2)-(C4), we have
hyn ™ |1
—0, n— oo, (3.15)

ik (Zn)
for all (i,k) € N x IN. Now for (i.k) € ¥,,, we have

ik ik ik ik
lyn™ 12— lyn ™) uyEJ >||4 < (316)
AR AL RIS 12 AL 2 R (za)
If (i, k) ¢ ¥,, and p € T, we have
0= AL R ) lllzn =PIl > (ALYR™), 20 —P)
= (AT =Ti)Axzn, zn —p)
= ((I— T1 Axzn, AxZn — AkP>
1 f’
Ti)Axza | = —— IR,
which implies [[(I —Ti)Axzn| = Hyg’k) || = 0. Hence, for (i,k) ¢ WY, we have
Jly 0 0
=-0=-= 3.17
AR 0T i) e
From (3.16) and (3.17), we get
- ik
ly IR a1 (318)

Ak 1 (zn)
for all (i,k) € N x IN. Therefore, (3.15) and (3.18) yield
lim Jy"® | = lim [|[(I—Ti)Axzn| =0,
n—o0 n—oo

for all (i,k) € N x IN. Note that the conditions (C3) and (C4) together with (3.15) give

s

AL(yw™)

Hy 2
Ht(i,n) _Z'rLH2 < H Z Un p (imn) - H

)(Zn)
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ZGH H"I“ Hy H2 A*(ylk))Hz

Zn)
. Z Un p ”‘Jn

u(l k)(Z
2 Z Hy H4

for all i € N. Thus, employing |[t(in) —zn|| = 0 and |[zn —xn | — 0, we get

4
|| HA* ))HZ

—>0, n— oo,

It —Xnll < Itan) —znll +[zn —xnll =0, n = oo,

for all i € IN. Using the definition of demimetric mapping, condition (C4), and (3.12), we have

o0
38 (Ui (tm)) = tam 12 < llzn — %)% = lIsn — &I < lzn — snll(lzn — %[ + lsn —X[).  (3.19)

i=1

In view of (3.19) and boundedness of {sn} and {z} together with |z, — sy || — 0, we obtain
Z 5% (=)Wt n) =t > =0, 1 — oo,

and so noting that n; < 0 for all i € IN, we obtain that
[Wiltin) —tamll =0, n— oo,

for all i € IN.

By similar procedure as in the proof of Theorem 3.3, i.e., using |[t(in) —Xn| — 0 (¥i € IN) and
|zn —Xn|| = 0 together with demiclosedness at 0 assumptions of I —U; and I —T;, we get wy,(xn) C T,
and hence, applying Lemma 2.4, we obtain x,, — Pr(xp). O O

Remark 3.6. As a direct consequence of our result, we can have several new algorithms for different class
of mappings; for example, for k-strict pseudocontractions, 2-generalized hybrid mappings, firmly quasi-
nonexpansive mappings, quasi-nonexpansive mappings, u-demicontractive and directed mappings. Note
that k-strict pseudocontractive mapping is k-demimetric mapping, and firmly nonexpansive mapping is
1-demimetric mapping. Moreover, both k-strict pseudocontractive and firmly nonexpansive mappings
satisfy demiclosedness at 0 condition, see [30].

Remark 3.7. Consider the problem in [14, 15], i.e., finding a point
X € ﬂ F(U;) such that Ay (% ﬂ F(Ty), Vke{1,...,R}, (3.20)

where H; and H; are two real Hilbert spaces, Ay : H; — H is nonzero bounded linear operator for
all k € {1,...,R}, and Ui : Hy — H; and Tj : Hy — H; are demimetric mappings for all i € {1,...,N},
jefl,...,M}L

It is worth to point out that the results in this paper can solve the problem (3.20) by extending it to
GSSCEFP (1.2) as follows:

(i) setting U = I for all i > N, or for some ip € {1,...,N} set U; = U;, for all i > N, or use the mod
function [iJ; = i(mod N) for i € IN;
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(i) setting T; = I for all i > M, or for some jo € {1,..., M} set T; = Tj, for all i > M, or using the mod
function [i], = i(mod M) for i € IN;

(iii) for some ko € {1,...,R} set Ay = Ay, for all k > R, or use the mod function (k|3 = i(mod R) for
k € N.

Therefore, from Remarks 3.6 and 3.7, we can see that our results improve and extend several known
results in the literature, see for example [1, 6, 10, 13-15, 27, 32, 33] and the reference therein.

Now we would like to point the following observation given as an example.

Consider the mapping U : RP — RP given by

U:x = (x(l),x(z),x(S),...,x(p)) — (alx(z),azx(z),...,apx(p)),

where ay € R forallt € G =({1,...,p}. Itis clear to see that if ay =1Vt € G, then F(U) = RP and U is
0-demimetric mapping.

Example 3.8. We consider the mapping U for the case a; # 1 for some t € G. For this case F(U) = {0}. Let
D ={t € G: at = 1}. Then for x € F(U), we have

[Ux — %[ = [Ux|]> = [[(a1x'?, axx!?, ..., apxP)) |2 = Zat

P
= Z(X(t))Z + Z (a2 —1)(x(1))?

t=1 teG\D
=P+ > (af—1)(xM)? (3.21)
teG\D
= |x—x|*+ Z xV — qx(V))?
teG\D
< x—xIP+& Z (xV —ax)?2+0 > (xM —axV)?,
teG\D teD
where & = max {7) teG \D} Observe that, if £ < 1, then U is demimetric mapping. But,
a2 —1
£<1<:>ﬁ<1, Vte G\D <= a1 <1, Vte G\D.

a; —

Therefore, we have the following for & <1 (ay <1, ¥t € G\ D).
Case 1: D = (). Thus, from (3.21), we get

[Ux — x| < [Ix —%||* + &|[x — Ux|?>, V(x,%) € RP x F(U),

and hence, U is n-demimetric mapping with & <n < 1. To be more precise,

(@) if0 < ay <1,Vt € G, then & <
(b) if -1 <a;<0,Vte G, then—1<§& <0
(c) ifar <—1,Vte G, then0 < &< 1.

Case 2: D # (. Thus, from (3.21), we have
[Ux — x| < [lx —%||* + ofx — Ux|]%, V(x,%) € RP x F(U),

where 0 = max{¢, 0}. Therefore, U is n-demimetric with0 < o <n < 1.
One can notice here that if a; > 1 for some t € G, then F(U) = {0} and U is not demimetric mapping.
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4. Application

As applications, we can obtain several new algorithms to solve problems that can be converted to the
fixed point problem of demimetric mappings.

Let H; and H; be two real Hilbert spaces and Ay : H; — H» is a nonzero bounded linear operator for
each k € IN.

4.1. Generalized split system of minimization problem

Let H be a real Hilbert space and let f : H — IR U {400} proper, lower semicontinuous convex function.
The proximal operator of the function f with scaling parameter A > 0 is a mapping prox,, : H — H given

by
1
prox,(x) = arg {fgﬂ{f(y) o Ix—ylI*
Proximal operators are firmly nonexpansive, and the point X minimizes f if and only if prox, ((X) = X, see

[2].

Consider the generalized split system of minimization problem given by
X € ﬂ (argmin f;) such that Ay (X) € m (argmingi), Yk € N, 4.1)
i=1 i=1

where f; : Hi = RU{+o0} and g; : Hy — R U {400} are proper, lower semicontinuous convex functions
for i € N. Let Q be the solution set of (4.1), and assume that Q) is nonempty.

Now, by taking T; = prox,, and U; = prox, ;. in (1.2), we can have following two strong convergence
Theorem to approximate the solution of (4.1).

Algorithm 4.1. Let {6}, {61(1i )}ﬁle (i € N) and {oﬁlk)}le (k € IN) be real sequences satisfying Condition
I, and let {p(in)}%_; (i € IN) be a real sequence such that

(C4) 0<p(in) <2and l%nl)ior.}fp(iln)(Z— P(in)) > 0.

Choose xg,x1 € Hj arbitrarily and follow the following iterative steps.

STEP 1. Evaluate z,, = xpn + 01 (Xn —Xn_1)-

STEP 2. Evaluate tg] = (I —prOXMi)Zn and yg’k) = (I —pI‘OXxgi)Aan- Let ¥, = {(i, k) € N xIN :
AL () + 1) # 0} If W,y = 0, then STOP. Otherwise, go to STEP 3.

STEP 3. Compute

lyn ™2 + |1t 2
Kik)(zn)

(AL ) + 1),

5$f)0(1,n)

o o0
Sn=zn-Y oY
k=1 i

i=1

where (i y)(zn) = HAﬁ(yg’k)) +t§) I if (i, k) € Wy, t(ix)(zn) = 1 otherwise.

STEP 4. Evaluate x,, 1 = Pc,nQ.,(X0), where

o0 00 (LX) 2 (1) 1232

Kk i ( + It )
Co={z e M fsn—2? < Jzn— 22— 3 b 3 8 p(om 2 o) L EE I I
k=1 i=1 (i k) (zn)

and Qn = {z € Hy : (xn —2,%n —x0) < 0}.

STEP 5. Setn:=n+1 and go to STEP 1.
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Theorem 4.2. The sequence {x,} generated by Algorithm 4.1 converges strongly to X € Q, where X = Pq(xo).

Algorithm 4.3. Let {0,,}, {ZSELi )}ﬁf:l (i € N) and {cr%k)}%o:l (k € IN) be real sequences satisfying Condition
I, and let {p (i n)}¥_; (i € IN) be a real sequence such that

(C4) 0< Piin) < 2 and linrgigfp(i,n) (2— p(i,n)) > 0.

Choose xg,x1 € Hy arbitrarily and follow the following iterative steps.

STEP 1. Evaluate z,, = xn + 05 (Xn — Xn_1)-
STEP 2. Evaluate yi,™ = (I—prox,  )Awzn. Let W ={(i,k) € N x N : [|A7 (y™)|| # 0},

STEP 3. Compute
H2

Sn = Z Sg]prox” ( Z GTL p (imn) ||Un (y lk))):
= Wi (zn)
where (i) (zn) = [|AL(Y HZ if (i, k) € W, Wik (zn) = 1 otherwise.

STEP 4. Evaluate x,, 1 = Pc,nQ.,(X0), where

I*

C={z ety ool < fon 51— 3 58 3 ofpemi2—prony L2 L1}
i1 k=1 H(lk)( n)

and Qn = {z € Hy : (xn —z,xn —x0) < 0}.
STEP 5. Setn:=n+1 and go to STEP 1.

Theorem 4.4. The sequence {xn} generated by Algorithm 4.3 converges strongly to X € Q, where X = Pq (o).

4.2. Generalized multiple-set split feasibility problem
The generalized multiple-set split feasibility problem (GMSSFP) is the problem of finding a point

X € ﬂ C; such that Ay (% ﬂ Qi VkeN, 4.2)
i=1

where C; (i € IN) and Q; (i € IN) are nonempty closed convex subsets of H; and H,, respectively. The
GMSSFP (4.2) is a special case of (4.1), i.e., take f; = 8¢, and g; = 8¢, (the indicator functions) in (4.1).

4.3. Generalized split system of inclusion problem

For a real Hilbert space H and maximal monotone set-valued mapping T : H — 2", the resolvent
operator |} associated with T and A > 0 is

JT(x) = I+AT) ' (x), x € H.

The resolvent operator J1 is single-valued and firmly nonexpansive. Moreover, 0 € T(%) if and only if % is
a fixed point of ]I for all A > 0; see [33].

Let T; : H; — 2" and U; : Hy — 2H2 be maximal monotone mappings for all i € IN. The generalized
split system of inclusion problem is to find X € H; such that

{ 0€Ti(x), VieN,

0e ui(Ak(i))/ \v/(ll k) € IN x IN. (43)

Replacing U; by ]Ii and T; by ];\11 in Algorithms 3.1 and 3.4, we obtain the following two strong conver-
gence Theorems for solving (4.3).
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4.4. Generalized split system of equilibrium problems

Let h : Hx H — R be a bifunction. Then, we say that h satisfies Condition CO on H if the following
assumptions are satisfied:

(A1) h(u,u) =0, forallu € H;
(A2) his monotone on H, i.e., h(uw,v) + h(v,u) <0, for all u,v € H;
(A3) for each u,v,w € H, limsup h(oow + (1 — ot)u,v) < h(u,v);
o]0
(A4) h(u,.) is convex and lower semicontinuous on H for each u € H.

Lemma 4.5 ([12]). If h satisfies Condition CO on H, then for each v > 0 and w € H, the mapping (called resolvant
of h) given by

1
Thu) ={w e H:h(w,v)+ ;(v—w,w—u) >0, Vv e H},

satisfies the following conditions:

(1) Th is single-valued and T is a firmly nonexpansive;
(2) Fix(T{*) ={x € H: h(x,y) > 0,Vy € H;
(B) {x e H: h(x,y) = 0,Vy € H} is closed and convex.

Let f; : HH x Hi — R and g; : Hp x Hy — R be bifunctions, where i € IN. Assume each bifunction f;
and g; satisfies Condition CO on H; and Hy, respectively. The generalized split system of equilibrium problem
(GSSEP) is to find X € H; such that
fi(x,x) >0, ¥x € H;,Vie N, 4.4
gi(Ak(x),1) >0, YueHy,,V(i,k) € N x N, -

The problem (4.4) includes as special cases, split variational inequalities, minimax problems and Nash
equilibrium problems in noncooperative games (see, for example, [29]).

Similarly, for r>0, replacing U; by T{t and T; by T?! in Algorithms 3.1 and 3.4, we obtain two strong
convergence Theorems (Theorems 3.3 and 3.5) for approximation of solution of consistent GSSEP (4.4).

Remark 4.6. The results mentioned as an application improves and generalizes several well-known results
in literature, for example [6, 8, 1618, 33, 36-38] and the reference therein.

5. Conclusions and remark

In this paper, we proposed two novel inertial CQ-algorithms with operator norm independent self-
adaptive step size section technique for approximating a solution of the generalized split system of com-
mon fixed point problem (1.2) for demimetric mappings in framework of a real Hilbert spaces. In view
of the previous results in the literature, the contribution of this paper is twofold, firstly, it gives strong
convergence Theorems with convergence is accelerated using inertial extrapolation, secondly, it gener-
alizes several problems considered by researchers in framework of GSIP. Moreover, the constructed it-
erative methods used extended variable step-sizes generated by the algorithms at each iteration, based
on previously evaluated iterations so that the implementation of our algorithm does not need any prior
information about the operator norms Ay (k € IN). Our future research work project aim is to establish
a computationally easy iterative algorithm and to extend this result from Hilbert spaces to more general
reflexive Banach spaces.
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