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Abstract
In this paper, we study the generalized Gause model in which the functional and numerical responses of the predators need

not be monotonic functions and the intrinsic mortality rate of the predators is a variable function. As a result, we have established
sufficient conditions for the existence, uniqueness and global stability of limit cycles confined in a closed convex nonempty set,
by relying on a recent Lobanova and Sadovskii theorem. Moreover, we prove sufficient conditions for the existence of Hopf
bifurcation. Eventually using scilab, we illustrate the validity of the results with numerical simulations.
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1. Introduction

In recent years, there has been a renewed interest in the development and analysis of models of
interacting species in ecosystems. A well-studied category of these models is the interaction between two
species, so-called predator-prey models, which have been of crucial importance for the analysis of the
dynamics of complex ecological systems such as food chains, since their introduction by Lotka-Volterra.
One of the models in this category that has been progressively revised is the Gause-type predator-prey
model whose variants focus on the functional and numerical responses of the predator to describe the
effects of environmental changes, including those reflected in prey density and on population dynamics.
Indeed, as prey density increases, the predator’s functional and numerical responses may change in a
variety of ways such as linearly, decelerating, sigmoidally, or initially increasing to a maximum rate
and then decreasing and saturating to a minimum rate (group defense). Understanding how predators
respond to varying ecological conditions is essential for predicting the consequences of predator-prey
interactions on the ecosystem. The objects allowing to make such prediction are the periodic solutions,
in particular the limit cycles whose existence, uniqueness and stability remain very open problems now
even in dimension two (see [12]).

∗Corresponding author
Email addresses: gdegla@imsp-uac.org (Guy A. Degla), jean-marie.degbo@imsp-uac.org (Seyive J. Degbo),
dymalouise@gmail.com (Marie-Louise Dossou-Yovo)

doi: 10.22436/jnsa.016.01.06

Received: 2022-11-06 Revised: 2023-03-12 Accepted: 2023-03-22

http://dx.doi.org/10.22436/jnsa.016.01.06
http://dx.doi.org/10.22436/jnsa.016.01.06
http://crossmark.crossref.org/dialog/?doi=10.22436/jnsa.016.01.06&domain=pdf


G. A. Degla, S. J. Degbo, M. Dossou-Yovo, J. Nonlinear Sci. Appl., 16 (2023), 60–78 61

In a Gause type predation model where the functional and numerical responses of the predators are
regular and monotonic functions and where the mortality rate of the predators in the absence of the
prey is constant, the existence of a limit cycle has been studied by several authors such as Freedman [10],
using the Poincaré-Bendixson theorem. The uniqueness and stability conditions have also been studied by
several authors such as Liou and Cheng [18], Hasik [13], Cheng [5], Kuang and Freedman [16], Huang and
Merrill [15], Hwang [14] by the method of isocline symmetry of prey or by the Lienard transformation.

Moreover, the stability of such a limit cycle when it exists can be studied according to the sign of the
Liapunov coefficient which is sometimes very difficult to calculate (see [19, 21]).

The main objective of this paper is first to establish sufficient conditions for the existence, uniqueness,
and global stability of the limit cycle confined in a nonempty, closed, convex set for a generalized Gause
model in which the functional and numerical responses of the predators need not be monotonic functions
and the intrinsic mortality rate of the predators is a variable function. Moreover, we establish a sufficient
condition for the existence of Hopf biffurcation for the same model. Finally, we illustrate the validity of
the results with numerical simulations.

This paper is organized as follows. Section 1 is devoted to the introduction. In section 2, we present the
mathematical model that we have studed. In section 3, we prove a theorem on the existence, uniqueness
and global stability of limit cycle for our mathematical model. In section 4, we apply our theorem to some
particular models and illustrate it with numerical simulations. We give the conditions for the existence of
Hopf bifurcation in section 5. Finally, in section 6 we have concluded.

2. Mathematical model

The first generalization of the prey-predator or Lotka-Volterra model is due to the zoologist G.F. Gause.
The general model proposed by Gause is the following

(S0)


ẋ = rx− yg(x),

ẏ = −δy+ yp(x),
(2.1)

where x(t) := x and y(t) := y denote respectively the densities of prey and predators at time t and the
functions g and p stand as follows:

• g is the functional response of the predator population, i.e. g(x) is the number of prey consumed per
unit of time by a predator, it is differentiable on R+ and verifies

g(0) = 0 and for all x > 0,
dg(x)

dx
> 0.

• p(x) is the rate of conversion of prey to predators. The function p is differentiable on R+ and verifies:

p(0) = 0, and for all x > 0, p(x) > 0, and
dp(x)

dx
> 0.

• δ is the death rate of the predator in the absence of prey.

• r > 0 is the intrinsic growth rate of prey in the absence of predator.

Note that to make Gause’s model more realistic, Malthus’ prey growth function defined by m(x) = rx
is replaced by Verhulst’s logistic growth function defined by V(x) = xf(x). In order to make Gause’s
model ever more realistic, the entomologist C.S. Holling after several experiments, imposes other condi-
tions on the functions g and p. Indeed, with the following hypotheses,
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• f(x) is the growth rate of the prey population in the absence of predators, it is differentiable for all
x > 0 and verifies f(0) > 0 and if the environment has a limit capacity, there exists k > 0 such that

f(k) = 0 and (x− k)f(x) < 0 for x 6= k.

• g is the functional response of the predator population, i.e. g(x) is the number of prey consumed per
unit of time by a predator, it is differentiable on R+ and there exists l0 ∈ R∗+ such that ,

lim
x→+∞g(x) 6 l0, g(0) = 0 and for all x > 0,

dg(x)

dx
> 0.

• p is the conversion rate function of the prey population to predators, it is differentiable on R+ and
there exists a positive real l1 such that,

lim
x→+∞p(x) 6 l1, p(0) = 0 and for all x > 0,

dp(x)

dx
> 0.

We obtain the system:

(S0)


ẋ = xf(x) − yg(x),

ẏ = −δy+ yp(x).
(2.2)

Recent researches have shown that when certain species (prey) are in large numbers, they develop a
collective defense behavior towards predators, which considerably impacts the dynamics of predators.
Indeed, faced with this defensive character of the prey, the functional response g and the numerical
response p of the predator become nonmonotonic functions [1, 3, 9, 20, 21, 23]. In the same way, some
experiments and observations have shown that in the absence of prey, the mortality rate of predators is
not always constant [4, 6–8, 22, 24]. Therefore, in this paper, we propose the following general Gause
model

(S1)


ẋ = xf(x) − byg(x),

ẏ = y
(
cp(x) − h(y)

)
,

(2.3)

where the function g, h and p are defined as follows:

• g is the functional response of the predator which is positive, continuous, differentiable on R+ and
there exists a positive real number l0 such that

g(0) = 0 and lim
x→+∞g(x) 6 l0.

• p is the conversion rate function of the prey population to predators which is positive, continuous,
differentiable on R+ and there exists a positive real number l1 such that

p(0) = 0 and lim
x→+∞p(x) 6 l1.

• h is the death rate function of the predator in the absence of preys, it is positive, continuous, differ-
entiable on R+ and such that there exist two positive constant real numbers k1 and k2 such
that

k1 6 k2, h(0) = k1, for all y > 0,
dh(y)

dy
> 0, and lim

y→+∞h(y) = k2. (2.4)
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3. Auto-Oscillation of (2.3)

In this section, we prove a theorem for auto-oscillations of (2.3) using Lobanova-Sadovskii theorem [17]
on a nonempty closed and convex set K of R2. Indeed, for any positive input X0 = (x0,y0) ∈ (0, +∞)2,
we obtain for the system (2.3) a positive output of Ẋ = F(X). We assume that the system (2.3) admits a
positive equilibrium point U∗ = (x∗ ; y∗) inside R2

+ defined by

y∗ =
x∗f(x∗)

bg(x∗)
> 0 and cp(x∗) = h(y∗). (3.1)

In the sequel, we set

α2 = α2(x∗) = f(x∗) + x∗f
′(x∗) −

x∗f(x∗)g
′(x∗)

g(x∗)
, (3.2)

α3 = α3(x∗) = bg(x∗), (3.3)
β2 = β2(y∗) = −y∗h

′(y∗), (3.4)
β3 = β3(U

∗) = cy∗p
′(x∗), (3.5)

(3.6)

and make the following change of coordinates. Let Z ∈ R2 such that Z+U∗ ∈ R2
+, then Z ∈ R2

+ −U∗.
Let

K = [−δ,+∞)2 , where δ :=
min{x∗ , y∗}

q
, q > 2

First of all, we translate the interior equilibrium U∗ = (x∗ ; y∗) to the origin and linearize the system
(2.3) around the origin. Let Z = (z1 , z2) ∈ K , then there exists X = (x ; y) ∈ R2

+ such that

z1 = x− x∗ and z2 = y− y∗.

Hence, the system (2.3) can be rewritten as
ż1 = α2z1 −α3z2 + o

(
‖(z1, z2)‖

)
,

ż2 = β3z1 +β2z2 + o
(
‖(z1, z2)‖

)
.

(3.7)

Now, we consider the following system
Ż = τZL(Z) , (3.8)

where L = (L1,L2) is the vector field denoted by

L1(Z) = α2z1 −α3z2 and L2(Z) = β3z1 +β2z2

and τZ is the metric projection on the tangent cone TZ to K at the point Z, confer [2, 17]. Let

d0 = max

{
−2γα2β3

α3(α2 +β2 + 2β3)
; −γ

√
β3

α3

}
, d1 =

−2γβ2

α2 +β2 − 2α3
,

Q1
(
x∗ , y∗

)
= α3(β2 +β3) +β3(α3 −α2) , Q2

(
x∗ , y∗

)
= β3

(
α2 +β2 − 2α3

)2
− 4α3β

2
2.

Theorem 3.1. If there are some real numbers a , b , c , d and γ such that the system (2.3) admits a positive
equilibrium point X∗ , and there holds:

β3 > 0 and 2 min
{
β3 ; α3

}
> α2 −β2 , (3.9)
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α2 > 0 , 0 < α2 +β2 < 2α3 , Q1
(
x∗ , y∗

)
> 0 , Q2

(
x∗ , y∗

)
> 0 , and d0 < d < d1, (3.10)

and
∀Z ∈ ∂K , ∃ u ∈ TZ , 〈u , f(Z)〉 > 0 , (3.11)

then the system (2.3) admits a unique closed trajectory Γ of which orbit is a globally stable limit cycle in K+X∗.

Proof. We check that O ∈ K̊; K is a closed and convex set. Moreover, L is locally Lipschitz on K because
its components L1 and L2 are polynomial functions.

Now let us find r0 > 0 such that for all Z ∈ K, 〈JZ , L(Z)〉 > r0‖Z‖2 ; where J is a map from R2 to
R2 defined by

J(z1 ; z2) = (−z2 ; z1).

Let Z ∈ K, we have

〈JZ , L(Z)〉 = β3z
2
1 +α3z

2
2 +
(
β2 −α2

)
z1z2.

Moreover, we have

|z1z2| 6
1
2
(
z2

1 + z
2
2
)
. (3.12)

Then

〈JZ , L(Z)〉 >
(
β3 −

α2 −β2

2

)
z2

1 +
(
α3 −

α2 −β2

2

)
z2

2

>
1
2

(
2β3 − (α2 −β2)

)
z2

1 +
1
2

(
2α3 − (α2 −β2)

)
z2

2.

From (3.9), we have
2β3 − (α2 −β2) > 0 and 2α3 − (α2 −β2) > 0.

Hence, we obtain ∣∣〈JZ , L(Z)〉
∣∣ > 1

2
min
{

2β3 − (α2 −β2) , 2α3 − (α2 −β2)
}
‖Z‖2.

Then there exists r0 = 1
2 min

{
2β3 − (α2 −β2) , 2α3 − (α2 −β2)

}
> 0, such that for all Z ∈ K,∣∣∣〈JZ , L(Z)〉

∣∣∣ > r0‖Z‖2.

Next we prove that there exists a real positive definite matrix B and an application

µ : (0 , +∞)→ (0 , +∞) such that for all Z ∈ K , 〈BZ , f(Z)〉 > µ(‖Z‖).

Let (a , γ , d) ∈ (0 ; +∞)2× (−∞ , 0) , a = γβ3
α3

, and B =

(
a d

d γ

)
. From (3.10), we have aγ > d2 ,

then B is a symmetric positive definite matrix. Let Z ∈ K, we have

〈BZ , L(Z)〉 =
(
aα2 + dβ3

)
z2

1 +
(
γβ2 − dα3

)
z2

2 + d
(
α2 +β2

)
z1z2.

According to (3.12), we have

〈BZ , L(Z)〉 >
(
aα2 + dβ3 −

|d|

2
(
α2 +β2

))
z2

1 +
(
γβ2 − dα3 −

|d|

2
(
α2 +β2

))
z2

2

>
(
aα2 +

d

2
(
2β3 +α2 +β2

))
z2

1 +
(
γβ2 +

d

2
(
α2 +β2 − 2α3

))
z2

2
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〈BZ , L(Z)〉 > min
{
aα2 +

d

2
(
2β3 +α2 +β2

)
, γβ2 +

d

2
(
α2 +β2 − 2α3

)}
‖Z‖2.

From (3.10), we have aα2 +
d
2

(
2β3 +α2 +β2

)
> 0 and γβ2 +

d
2

(
α2 +β2 − 2α3

)
> 0. Hence, we can take

µ0 = min
{
aα2 +

d
2

(
2β3 +α2 +β2

)
, γβ2 +

d
2

(
α2 +β2 − 2α3

)}
> 0 and µ(r) = µ0r

2, for all r > 0.

Therefore , for all Z ∈ K , 〈BZ , L(Z)〉 > µ(‖Z‖).

Now, we prove that for all Z ∈ K\ {OR2} , L(Z) /∈ NZ ; where NZ is the normal cone to K at
Z.

Case1:
If Z ∈ K̊ , then NZ = {O} . Thus , L(Z) ∈ NZ if and only if L(Z) = O. Moreover , there exists r0 > 0 such
that for all Z ∈ K ,

〈JZ , L(Z)〉 > r0‖Z‖2.

So , L(Z) ∈ NZ implies Z = O. Thus , for all Z ∈ K̊ , Z 6= OR2 , and L(Z) /∈ NZ.

Case 2:
If Z ∈ ∂K, according to the hypothesis (3.11), there exists u ∈ TZ , such that 〈u , L(Z)〉 > 0. Thus, for
all Z ∈ ∂K , L(Z) ∈ TZ. So, for all Z ∈ ∂K , L(Z) /∈ NZ. Thus, for all Z ∈ K\ {OR2} , L(Z) /∈ NZ.

Hence, according to the Lobanova-Sadovskii theorem [17], the conclusion of theorem 3.1 follows. This
is the end of the proof.

4. Applications and simulations

4.1. Application 1
As an application of Theorem 3.1, we consider

f(x) = r− λx, g(x) =
x

1 + x2 , h(y) = δ and p(x) = x.

Then we obtain the system {
ẋ = x

(
r− λx

)
− byx

1+x2 ,
ẏ = −δy+ cyx ,

(4.1)

where

x(t) := x and y(t) := y denote respectively the densities of prey and predators at time t.

r > 0 is the intrinsic growth rate of prey in the absence of predators.

λ = 1
k > 0 with k as the carrying capacity of preys.

b > 0 represents the conversion efficiency of predator by consuming prey.

c > 0 represents the biomass conversion rate, and

δ > 0 represents the mortality rate at the low density and the maximal mortality, respectively, δ < βδ0.

Let

λ∗0 =
2rx∗

1 + 3x2
∗

; λ0 = min
{ r
x∗

; λ∗0
}

, b0 =
2rx2
∗

b(1 + x2
∗)

, b1 =
(1 + x2

∗)
2c

x2
∗

, b2 =
x∗(1 + 3x2

∗)

b(1 + x2
∗)

,

b3 =
2c(1 + x2

∗)
2

(1 + 3x2
∗)

, b4 =
1
2
(
2rx∗ − λ(1 + 3x2

∗)
)

, λ1 =
2(1 + x2

∗)

1 + 3x2
∗

√
c(r− x∗)

x∗
, b5 =

b3(r− x∗)

x∗(λ∗0 − λ)
,
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Theorem 4.1. If the system (4.1) admits a positive equilibrium point X∗ = (x∗,y∗) such that

x∗ < r , λ∗0 − λ1 < λ < λ0 , b4 < b < b5 , (4.2)

and

∀Z ∈ ∂K , ∃ u ∈ TZ , 〈u , L(Z)〉 > 0 , (4.3)

then the system (4.1) admits a unique closed trajectory Γ of which orbit is a globally stable limit cycle in K+ {X∗}.

Proof. The system (4.1) admits a unique positive equilibrium point X∗ = (x∗ , y∗) , where

x∗ =
δ

c
and y∗ =

x∗(r− λx∗)

bg(x∗)
, with λ <

r

x∗
.

Moreover, we have

α2 =
2rx2
∗ − λx∗(1 + 3x2

∗)

1 + x2
∗

, α3 =
bx∗

1 + x2
∗

, β2 = 0 , and β3 =
c(r− λx∗)(1 + x2

∗)

b
.

According to (4.2), we have α2 > 0 , 0 < α2 +β2 < 2α3 , β3 > 0 , 2β3 −α2 > 0 ,

Q1
(
x∗ , y∗

)
= β3(2α3 −α2) > 0 , Q2

(
x∗ , y∗

)
= β3(2α3 −α2)

2 > 0. That is the end of the proof.

4.1.1. Simulation
If r = 7 , δ = 5 , c = 3 , then we have x∗ =

5
3 , b4 u 1.866 , b5 u 12.3 , λ0 = 2.5 . So , we can take

0 6 λ = 2.1 6 λ2 and b4 < b = 2 < b5. We obtain K :=
[
− 0.83 , +∞)2.

Let Z ∈ ∂K , then we distinguish two cases.

Case1: Z is a corner point. In this case, the tangent cone at Z is the angular domain. For exam-
ple if Z = (−0.83 , −0.83 ) , then TZ = K and NZ =

{
(z1 , z2) ∈ R2, z1 6 −0.83 and z2 6 −0.83

}
.

Moreover, we have

u = (1 , −0.5) ∈ TZ and 〈u , L(Z)〉 = 0.83(α3 −α2 + 0.5β3) > 0.

Case2: Z is not a corner point. In this case the tangent cone at Z is the half-plane. For example if
Z = (0 , −0.83), then

TZ =
{
(z1 , z2) ∈ R2, z1 > −0.83

}
and NZ =

{
(z1 , z2) ∈ R2, z1 6 −0.83 and z2 = 0

}
.

Moreover , we have

u = (1 , −0.5 ) ∈ TZ and 〈u , L(Z)〉 > 0.

Then, for all Z ∈ ∂K , there exists u ∈ TZ such that 〈u , L(Z)〉 > 0. So, for these parameter values, the
system (4.1) admits a unique closed trajectory of which orbit is stable. Let (x(0) , y(0)) be the initial
condition. We obtain the following simulation. On the Figure 2, the red and blue curves represent the
evolution of prey and predators respectively.
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Figure 1: Phase portrait of the differentiel system (4.1) for (x(0) , y(0)) ∈
{
(4 , 8) , (2 , 7) , (2.8 , 5) , (5 , 2)

}
.

Figure 2: Chronic of the differentiel system (4.1) for (x(0) , y(0)) = (5 , 2).

4.2. Application 2
As an application of the Theorem 3.1 , we consider

f(x) = r− λx , p(x) = g(x) =
xn

α+ xm
, and h(y) =

δ+βδ0y

1 +βy
.

Then we obtain the system 
ẋ = x(r− λx) − byxn

α+xm ,

ẏ = y
(
− δ+βδ0y

1+βy + cxn

α+xm

)
,

(4.4)

where
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x(t) := x and y(t) := y denote respectively the densities of prey and predators at time t.

r > 0 is the intrinsic growth rate of preys in the absence of predators.

λ = 1
k > 0 with k as the carrying capacity of preys.

b > 0 represents the conversion efficiency of predator by consuming prey.

c > 0 represents the biomass conversion rate.

δ > 0 and δ0 > 0 represent the mortality rate at the low density and the maximal mortality, respectively,
δ < βδ0 and with β > 0 is a suitable real parameter.

n and m are positive real numbers such that n 6 m.

Let

x0 = m

√
nα

m−n
and x∗0 = min

{ r
λ

, x0

}
, with n < m.

Lemma 4.2 (Existence of positive equilibrium point).

1. If δ < cp
(
r
λ

)
, then the system (4.4) admits a positive equilibrium point X∗ = (x∗ , y∗) inside (0 , rλ)×

(0 , +∞).
2. If

δ < min
{
cp(x0)(1 +βu(x0)) , cp

( r
λ

)}
, and βδ0 <

cp(x0)(1 +βu(x0)) − δ

u(x0)
,

then the system (4.4) admits a positive equilibrium point X∗ = (x∗ , y∗) inside (0 , x∗0)× (0, +∞).

Proof. Let

u(x) =
x(r− λx)

bg(x)
and H(x) = h(u(x)) − cp(x).

Let’s solve the equation H(x) = 0 in (0 , rλ)∩ (0 , x0). We have

lim
x→0+

H(x) =

{
δ0 , if n > 1,
h(αrb ) , if n = 1,

H
( r
λ

)
= δ− cp

( r
λ

)
, and H

(
x0
)
= h

(
u(x0)

)
− cp

(
x0
)
,

and moreover, he function H is continuous on (0 , rλ). Thus according to the intermediate value theorem,

the equation H(x) = 0 admits at least one root in (0 , rλ) if H
(
r
λ

)
< 0. We have,

H
( r
λ

)
< 0⇐⇒ δ < cp

( r
λ

)
. (4.5)

The function H is continuous on (0 , x0), so according to the intermediate value theorem the equation
H(x) = 0 admits at least one root in (0 , x0) if H

(
x0
)
< 0. Moreover,

H
(
x0
)
< 0⇐⇒ δ < cp(x0)(1 +βu(x0)), and βδ0 <

cp(x0)(1 +βu(x0)) − δ

u(x0)
. (4.6)

This is the end of the proof.
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Let

A(x) =
(m−n)(xm0 − xm)

α+ xm
, Q3(x) =M(x) −

2c(r− λx)A(x)
b

, v(x) = r(1 −A(x)) − λx(2 −A(x)),

M(x) = v(x) − u(x)h ′(u(x)), R(x) =
(cg(x)A(x)

x
− h ′(u(x))

)
u(x) − v(x), B(x) =

v(x)(1 +βu(x))2

u(x)
,

Q(x) = bg(x) − v(x) − u(x)h ′(u(x)), Q1(x) = u(x)

(
2bcg(x)p ′(x) − bg(x)h ′(u(x)) − cp ′(x)v(x)

)
,

Q2(x) = cu(x)p
′(x)

(
v(x) − u(x)h ′(u(x)) − 2bg(x)

)2
− 4bg(x)u(x)2h ′(u(x))2 , δ1(x) = cp(x)(1 +βu(x)),

T0(x) =
(2λx− r)(1 +βu(x))2

u(x)
, T1(x) =

g(x)
(
1 +βu(x)

)2
(
c(r− λx)A(x) − bv(x)

)
x(r− λx)

,

∆(x) =
bg(x)(1 +βu(x))2

u(x)
, ∆1(x) =

(bg(x) − v(x))(1 +βu(x))2

u(x)
, δ2 =

δ1(x) − δ

u(x)
, δ3 =

δ1(x0) − δ

u(x0)
,

δ4 = u(x0)δ1(x) − u(x)δ1(x0) , δ5 = u(x0) − u(x) , δ7 =
δ1(x) − δ6(x0 , x)u(x)

1 + u(x)
,

δ6(x0 , x) = min
{
B(x0) , B(x) , ∆(x0) , ∆1(x) , T0(x0) , T1(x)

}
, δmin = min

{
δ3 , δ6(x0 , x) + δ

}
,

c0 =
v(x)2

(r− λx)A(x)g(x)
, b0 =

v(x)

g(x)
, b1 =

c(r− λx)A(x)

v(x)
, n0(m) = max

{
m ,

(4m− 1)2 − 9
m

}
,

x =
r(m− 1)(m−n− 1)
λ(m+ 1)(m−n− 2)

, r(n , m) =
λx0(m+ 1)(m−n− 2)
(m− 1)(m−n− 1)

, r1 = min
{

2λx0 , r(n , m)
}

,

Pnm(x) = λ(m−n− 2)xm+1 + r(1 −m+n)xm − λα(2 −n)x+ rα(1 −n) ,

where f ′(x) = −λ, p ′(x) = g ′(x) = g(x)A(x)
x , h ′(y) = βδ0−δ

(1+βy)2 , u(x) = x1−n(r−λx)(α+xm)
b ,

and x0 = m

√
nα
m−n .

Theorem 4.3. If there exist some positive real numbers r , λ , b , δ , β , δ0 , c, α , n , and m such that

δ7 < δ1(x0) , δ7 < δ < δ1(x0) , δ4 < δ5δ, c0 < c , b0 < b < b1 , and δ2 < βδ0 < δmin , (4.7)



Q1(x) > 0 , Q2(x) > 0 , Q3(x) < 0 ,

∃(x1 , x2 , x3) ∈ [x , x0]
3 , Q1(x1) = Q2(x2) = Q3(x3) = 0 , x4 = max{x1 , x2} < x3 ,

H(x1) > 0 , H(x2) > 0 , and H(x3) < 0 ,

(4.8)

1 < m , n < m , n0(m) < n+ 1 , λx0 < r < r1 , P ′nm(x0) > 0 , and Pnm(x) > 0 , (4.9)

∀x ∈ [x , x0] ,
dM

dx
(x) 6= 0 ,

dR

dx
(x) 6= 0 ,

dQ

dx
(x) 6= 0 ,

dQ1

dx
(x) < 0 ,

dQ2

dx
(x) < 0 , and

dQ3

dx
(x) > 0 , (4.10)

and
∀ Z ∈ ∂K, ∃ u ∈ TZ,

〈
u , L(Z)

〉
> 0, (4.11)

then the system (4.4) admits a unique closed trajectory Γ of which orbit is a globally stable limit cycle inside
K+ {X∗}.
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Proof. From (4.7) and (4.9), we have 1 < m < n+ 1, r < r(n , m) , δ7 < δ < δ1(x0) and δ2 < βδ0 < δ3,
then 0 < x < x0, H(x) > 0, and H(x0) < 0. So, from by Lemma 4.2, the system (4.4) admits a positive
equilibrium point X∗ = (x∗ ; y∗) inside of (x , x0)× (0 , +∞). In particular, according to (4.8), X∗ =
(x∗ ; y∗) ∈ (x4 , x3)× (0 , +∞).

• For all x ∈ (0 , x0), p ′(x) > 0. Since x∗ ∈ (0 , x0), then β3 = cy∗p
′(x∗) > 0.

Remark that

α2 = v(x)|x=x∗ , α2 +β2 =M(x)|x=x∗ , β3 −α2 +β2 = R(x)|x=x∗ , α3 −α2 +β2 = Q(x)|x=x∗ ,

α3(β2 +β3) +β3(α3 −α2) = Q1(x)|x=x∗ , β3(β2 +β− 2α3)
2 − 4α3β

2
2 = Q2(x)|x=x∗ , and

α2 +β2 − 2α3 = Q3(x)|x=x∗ .
Let us now study the sign of v , M , R , Q , Q1 , Q2 , and Q3 on (x , x0).

• Sign of v(x) on (x , x0).
Note that

v(x) > 0⇐⇒ Pnm(x) > 0.

The function Pnm is a continuous and differentiable function on [0 , x0] and we have

∀x ∈ [0 , x0] , P ′′nm(x) = λm(m+ 1)(m−n− 2)xm−2(x− x).
Since, 1 < m < n+ 1 , and r < r(n , m) , then 0 < x < x0 , and ∀x ∈ [x , x0] , P ′′nm(x) < 0.

Thus, P ′nm
(
[x , x0]

)
=
[
P ′nm(x0) , P ′nm(x)

]
. According to (4.9) P ′nm(x0) > 0 , then ∀x ∈ [x , x0] ,

P ′nm(x) > 0.

Thus, Pnm
(
[x , x0]

)
=
[
Pnm(x) , Pnm(x0)

]
. Moreover, according to (4.9) , we have Pnm(x) > 0 ,

then ∀x ∈ [x , x0] , Pnm(x) > 0. Since x∗ ∈ (x , x0), then α2 > 0.

• Sign of M(x) on (0 , x0).
The function M is a continuous and differentiable function on (0 , x0) and we have

M(x0) = v(x0) − u(x0)h
′(u(x0)), and M(x) = v(x) − u(x)h ′(u(x)).

From (4.7) , we have
b0 < b , and βδ0 − δ < min

{
B(x0) , B(x)

}
,

which implies that M(x0) > 0 and M(x) > 0. Moreover, from (4.10), we have ∀x ∈ [x , x0], dMdx (x) 6= 0,
thus M

(
[x , x0]

)
⊂ (0 , +∞). Therefore,

∀x ∈ (x , x0), M(x) > 0.

Since, x∗ ∈ (x , x0) , then α2 +β2 > 0.

• Sign of R(x) on (x , x0)
The function R is a continuous and differentiable function on (x , x0) and we have

R(x0) = (2λx0 − r) − u(x0)h
′(u(x0)) , R(x) =

(cg(x)A(x)
x

− h ′(u(x))
)
u(x) − v(x).

From (4.7), we have

b <
c(r− λx)A(x)

v(x)
, and βδ0 − δ < min

{
T0(x0) , T1(x)

}
,
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which implies that R(x0) > 0 and R(x) > 0. Moreover, from (4.10), we have ∀x ∈ [x , x0], dRdx (x) 6= 0,
thus R

(
[x , x0]

)
⊂ (0 , +∞). Therefore,

∀x ∈ (x , x0), R(x) > 0.

Since, x∗ ∈ (x , x0), then 0 < β3 −α2 +β2 < 2β3 −α2 +β2.

• Sign of Q(x) on (x , x0).
The function Q is a continuous and differentiable function on (x , x0) and we have

Q(x0) = bg(x0) − u(x0)h
′(u(x0)), and Q(x) = bg(x) − v(x) − u(x)h ′(u(x)).

From (4.7), we have
v(x)

g(x)
< b, and βδ0 − δ < min

{
∆(x0) , ∆1(x)

}
,

wich implie that Q(x0) > 0 , Q(x) > 0. Moreover, from (4.10), we have ∀x ∈ [x , x0], dQdx (x) 6= 0, thus
Q
(
[x , x0]

)
⊂ (0 , +∞). Therefore,

∀x ∈ (x , x0), Q(x) > 0.

Since, x∗ ∈ (x , x0), then 0 < α3 −α2 +β2 < 2α3 −α2 +β2.

• Sign of Q1(x) on (x , x0).
The function Q1 is a continuous and differentiable function on (x , x0) and we have

Q1(x0) = −bg(x0)u(x0)h
′(u(x0)) < 0.

From (4.10), we have ∀x ∈ [x , x0], dQ1
dx (x) < 0, thus Q1

(
[x , x0]

)
=
[
Q1(x0) , Q1(x)

]
. Moreover, from

(4.8), Q1(x) > 0 , then there exists x1 ∈ [x , x0] such that

Q1(x1) = 0 and ∀x ∈ (x1 , x0], Q1(x) > 0.

Since, H(x1) > 0 , andH(x0) < 0 , then x∗ ∈ (x1 , x0). Therefore, Q1(x∗) = α3(β2 +β3)+β3(α3 −α2) > 0.

• Sign of Q2(x) on (x , x0).
The function Q2 is a continuous and derivable function on (x , x0) and we have

Q2(x0) = −4bg(x0)u(x0)
2h ′(u(x0))

2 < 0.

From (4.10), we have ∀x ∈ [x , x0], dQ2
dx (x) < 0, thus Q2

(
[x , x0]

)
=
[
Q2(x0) , Q2(x)

]
.

Moreover, from (4.8), Q2(x) > 0 and so, there exists a unique element x2 ∈ [x , x0] such that

Q2(x2) = 0 and ∀x ∈ (x2 , x0], Q2(x) > 0.

Since, H(x2) > 0 , andH(x0) < 0 , then x∗ ∈ (x2 , x0). Therefore, Q2(x∗) = β3(β2 +β−2α3)
2 −4α3β

2
2 > 0.

• Sign of Q3(x) on (x , x0).
The function Q3 is a continuous and differentiable function on (x , x0) and we have

Q3(x0) =M(x0), and Q3(x) =M(x) −
2c(r− λx)A(x)

b
.

From (4.10), we have ∀x ∈ [x , x0] , dQ3
dx (x) > 0 , thus Q3

(
[x , x0]

)
=
[
Q3(x) , Q3(x0)

]
.

From (4.8), we have Q3(x) < 0. Thus, there exists a unique element x3 ∈ [x , x0] such that

Q3(x3) = 0 and ∀x ∈ (x , x3), Q3(x) < 0.

Since, H(x) > 0 and H(x3) < 0 , then x∗ ∈ (x , x3). Therefore, α2 +β2 − 2α3 = Q3(x∗) < 0. This is the
end of the proof.
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4.2.1. Simulation
For n = 1.3 < m =

ln(3)
ln(2) , α = 0.5 , β = 1 , λ = 0.13 , we have

x0 u 1.6824886, 0.1666653 < r = 0.43 < 2λx0 = 0.437447,b0 u 0.1594231 < b = 1, c0 u 0.9164583 < c = 1,

δ = 0.522 < 1.0626609, δ0 = 0.54 < 0.5436387 .

Hence, according to the theorem 4.3, the system (4.4) admits a unique closed trajectory Γ of which orbit
is a globaly stable limit cycle inside K+ {X∗}, where X∗ = (0.57 , 0.38) , and K :=

[
− 0.19 , +∞)2.

Let Z ∈ ∂K , then we distinguish two cases.

Case1: Z is a corner point. In this case the tangent cone at Z is the angular domain. For example
if Z = (−0.19 , −0.19 ), then TZ = K and NZ =

{
(z1 , z2) ∈ R2, z1 6 −0.19 and z2 6 −0.19

}
.

Moreover, we have

u = (1 , −0.1) ∈ TZ and 〈u , L(Z)〉 = 0.19(α3 −α2 + 0.1β3) > 0.

Case2: Z is not a corner point. In this case the tangent cone at Z is the half plane.
For example if Z = (−0.19 , 0), then

TZ =
{
(z1 , z2) ∈ R2, z1 > −0.19

}
and NZ =

{
(z1 , z2) ∈ R2, z1 6 −0.19 and z2 = 0

}
.

Moreover, we have

u = (1 , −0.1) ∈ TZ and 〈u , L(Z)〉 > 0.

Then, for all Z ∈ ∂K, there exists u ∈ TZ such that 〈u , L(Z)〉 > 0. Let (x(0) , y(0)) be the initial
condition, then we obtain the following simulation. In figure 4, the red and blue curves represent the
evolution of prey and predators respectively.

Figure 3: Phase portrait of the differentiel system (4.4) with (x(0) , y(0)) ∈
{
(0.6 , 0.5) ; (5 , 3)

}
.
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Figure 4: Chronic of the differentiel system (4.4) with (x(0) ; y(0)) = (5 , 3).

5. Hopf bifurcation

Let us recall that there is no regular method to study the limit cycles of the systems in the plane.
Perhaps, one of the most important approaches, together with the Poincaré-Bendixson theory, is the
Poincare-Andronov-Hopf bifurcation [11, 13, 19], which is the only genuinely two dimensional bifurca-
tion (i.e., it cannot be observed in systems of dimension 1), which can occur in generic two dimensional
autonomous systems depending on one parameter (co-dimension 1 bifurcation).

In this section, we give the conditions for the existence of Hopf bifurcation in the neighborhood of a posi-
tive equilibrium point of the system (2.3). For all (a, x) ∈ R2

+, let T(a, x) = α2(a, x) +β2(a, x), D(a, x) =

α2(a, x)β2(a, x) + α3(a, x)β3(a, x),∆(a, x) =
(
α2(a, x) − β2(a, x)

)2
− 4α3(a, x)β3(a, x), where a is a real

parameter of the system (2.3).

Theorem 5.1. If the system (2.3) admits a positive equilibrium point X∗ = (x∗ , y∗) such that

β3(a , x∗) > 0 and ∆(a , x∗) < 0 , (5.1)

there exists a positive real number a∗ such that

T(a∗ , x∗) = 0 , and
T(a , x∗)
da

|a=a∗ 6= 0 , (5.2)

then the system (2.3) admits a Hopf bifurcation in a neighborhood of (X∗ , a∗).

Proof. The Jacobian matrix of system (2.3) at the neighborhood of X∗ is

W(X∗) =

α2(a, x∗) −α3(a, x∗)

β3(a, x∗) β2(a, x∗)


which trace and determinant are respectively T0(X∗) = T(a, x∗) and D0(X∗) = D(a, x∗). Let ∆0(X∗) =
T0(X∗)

2 − 4D0(X∗) be the discriminant of the characteristic polynomial of N(X∗).
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We have ∆0(X∗) = ∆(a, x∗). According to (5.1), ∆(a, x∗) < 0, then the matrix N(X∗) admits two
conjugate complex eigenvalues z(a) = γ(a) + iω(a) and z(a) = γ(a) − iω(a), with

γ(a) =
T(a, x∗)

2
and ω(a) =

√
−∆(a, x∗)

2
.

According to (5.2), we obtain dγ(a)
da

∣∣∣∣
a=a∗

6= 0. Moreover, according to (5.1) and (5.2), we have

γ
(
a∗
)
= 0, and ω

(
a∗
)
= 2
√
D
(
a∗
)
> 0.

Likewise, for a = a∗, the only eigenvalues of W
(
X∗
)

are z(a∗) = iω
(
a∗
)

and z(a∗) = −iω
(
a∗
)
.

Thus, according to the Poincaré-Andronov-Hopf theorem [11, 13], the system (2.3) admits a Hopf bifur-
cation in a neighborhood of (X∗,a∗). For the stability of the limit cycle, we need to calculate the first
Lyapunov number Σ(a∗, x∗) at X∗ first. Letting X = x− x∗, Y = y− y∗ to transform X∗ to (0 , 0), and we
rewrite model (2.3) as{

Ẋ = a10X+ a01Y + a11XY + a20X
2 + a21X

2Y + a30X
3 + Γ1(X , Y),

Ẏ = b10X+ b01Y + b11XY + b20X
2 + b02Y

2 + b21X
2Y + b30X

3 + b03Y
3 + Γ2(X , Y),

(5.3)

where Γ1(X, Y) =
∞∑

i+j>4

aijX
iYj and Γ2(X, Y) =

∞∑
i+j>4

bijX
iYj,

a11 = −bg ′(x∗), a01 = −α3, a10 = α2, a20 =
1
2

(
2f ′(x∗) + x∗f ′′(x∗) − by∗g ′′(x∗)

)
,

a21 = −
b

2
g ′′(x∗), a30 =

1
6

(
3f ′′(x∗) + 2x∗f(3)(x∗)

)
, b10 = β3, b11 = cp ′(x∗),

b01 = β2, b02 = −
1
2

(
2h ′(y∗) + y∗h ′′(y∗)

)
, b20 =

c

2
y∗p

′′(x∗), b21 =
c

2
p ′′(x∗),

b03 = −
1
6

(
3h ′′(y∗) + 2y∗h(3)(y∗)

)
, b30 =

c

3
y∗p

(3)(x∗).

The Liapunov number [19] of the system (2.3) at X∗ is defined by

Σ(a∗,X∗) = −
3π

2a01
√
D0(X∗)3

[
σ1 + σ2 + σ3 + σ4

]
,

where

σ1 = a10b10(a
2
11 + a11b02 + a02b11) + a10a01(b

2
11 + b11a20 + a11b02),

σ2 = b2
10(a11a02 + 2a02b02) − 2a10b10(b

2
02 − a20a02) − 2a10a01(a

2
20 − b20b02),

σ3 = −a2
01(2a20b20 + b11b20) + (a01b10 − 2a2

10)(b11b02 − a11a20),

σ4 = −(a2
10 + a01b10)

(
3(b10b03 − a01a30) + 2a10a21 + (b10a12 − a01a21)

)
,

and D0(X∗) = D(a∗, x∗). The limit cycle is stable via a supercritical Hopf bifurcation if Σ(a∗, x∗) < 0, and
it is unstable via a subcritical Hopf bifurcation if Σ(a∗, x∗) > 0.

5.1. Application
As application of the Theorem 5.1 , we consider the sytem (4.1). Let

R0 =
δ(1 + x2

∗)
2

x2
∗(1 + 3x2

∗)
, R1 =

δ(1 + x2
∗)

x2
∗

, R2 =
bx∗(1 − x2

∗)(1 − 3x2
∗)

(1 + x2
∗)

3(1 + 3x2
∗)

, A0 =
4rx2
∗

1 + x2
∗

(
r− R1

)
,

A1 =
2x3
∗(1 + 3x2

∗)

(1 + x2
∗)

2

(
R0 − r

)
, A2 =

x∗(1 + 3x2
∗)

1 + x2
∗

, λ∗ =
2rx∗

1 + 3x2
∗

, and a01a21 = −
b2x2
∗(3 − x2

∗)

(1 + x2
∗)

4 .
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Theorem 5.2. Ifλ < min
{
r
x∗

,
√
A1−A

2
2A0−A1

A2
2

}
,

r < min{R0 , R1},
or

λ < min
{
r
x∗

,
√
A1−A

2
2A0−A1

A2
2

}
,

r > R0,
(5.4)

then the system (4.1) admits a Hopf bifurcation in a neighborhood of (X∗, λ∗), where a = λ is the bifurcation
parameter. The limit cycle is stable via a supercritical Hopf bifurcation if{

r < a01a21
R2

,
√

3
3 < x∗ < 1,

or

{
a01a21
R2

< r,

x∗ ∈ (0 ,
√

3
3 )∪ (1 , +∞),

or x∗ ∈
{

1 ,
√

3
3

}
, (5.5)

and it is unstable via a subcritical Hopf bifurcation if{
r < a01a21

R2
,√

3 < x∗,
or

{
a01a21
R2

< r,
√

3
3 < x∗ < 1.

(5.6)

Proof. The system (4.1) admits a unique positive equilibrium point X∗ = (x∗,y∗) such that

x∗ =
δ

c
and y∗ =

x∗(r− λx∗)

bg(x∗)
, with λ <

r

x∗
.

Moreover, we have α2 = A2(λ∗ − λ), α3 = bx∗
1+x2

∗
, β2 = 0, β3 =

c(r−λx∗)(1+x2
∗)

b ,

T(λ , x∗) = α2(λ , x∗), D(λ , x∗) = α3(λ , x∗)β3(λ , x∗), ∆(λ , x∗) = A2λ
2 + 2A1λ+A0.

According to (5.4), we have ∆(λ, x∗) < 0. Moreover, if λ = λ∗, we obtain

T(λ∗, x∗) = 0, D(λ∗, x∗) =
rδ(1 + x2

∗)

1 + 3x2
∗
> 0 and

dT(λ, x∗)
dλ

|λ=λ∗ = −A2 < 0.

Then the system (4.1) admits a Hopf bifurcation at the neighborhood of (λ∗,X∗). The Liapounov number
is given by

Σ(λ∗ , x∗) =
3πβ3

2
√
D0(X∗)3

[
a01a21 − R2r

]
.

Hence, Σ(λ∗ , x∗) > 0 if and only if

{
r < a01a21

R2
,√

3 < x∗,
or

{
a01a21
R2

< r,
√

3
3 < x∗ < 1,

and

Σ(λ∗ , x∗) < 0 if and only if{
r < a01a21

R2
,

√
3

3 < x∗ < 1,
or

{
a01a21
R2

< r,

x∗ ∈
(
0 ,
√

3
3

)
∪ (1 , +∞),

or x∗ ∈
{

1 ,
√

3
3

}
.

That is the end of the proof.

5.2. Simulation
For b = 7 , δ = 5 , c = 3 , we obtain 1 < x∗ = 5

3 , and Hopf bifurcation at λ∗ u 0.7142857 and we
can take

a01a21

R2
u −0.3035 < r = 2 < min

{
R0 , R1

}
= 2.752381 , λ < 1.0278859.

Let’s denote by (x(0) , y(0)) the initial condition. Taking (x(0) , y(0)) ∈
{
(2 , 2) ; (1.5 , 0.3)

}
, we

obtain the following figures.
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Figure 5: For λ = 0.65 < λ∗.

Figure 6: For λ = λ∗.

Figure 7: For λ = 0.719 > λ∗.
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6. Conclusion

In this work, we have studied on a nonempty, convex and closed set the existence, uniqueness and
global stability of limit cycles for the generalized Gause model in which the functional and numerical
responses of the predators are not necessarily monotonic functions and where the intrinsic mortality rate
of the predators is can be a nonconstant function. The result obtained is applied theoretically to two
particular models and validated by simulations. We have established a Hopf bifurcation result for the
studied model. This bifurcation result is also applied to a particular model and validated by simulations.
The results established in this paper are applicable to all prey-predator systems of the Gause type.
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