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Abstract

This paper presents a new algorithm for solving zero-dimensional parametric systems of polynomial homo-
geneous equations. This algorithm is based on the computation of what we call parametric U -resultants.
The parameters space, i.e., the set of values of the parameters is decomposed into a finite number of con-
structible sets. The solutions of the input polynomial system are given uniformly in each constructible set
by Polynomial Univariate Representations. The complexity of this algorithm is single exponential in the
number n of the unknowns and the number r of the parameters.
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1. Introduction

A parametric system of polynomial homogeneous equations is a finite set of multivariate homogeneous
polynomials f1, . . . , fk ∈ Q[u1, . . . , ur][X0, . . . , Xn] (in the variables X0, . . . , Xn) with polynomial coefficients
in the variables u = (u1, . . . , ur) (the parameters) over the field Q of rational numbers, i.e., an infinite col-
lection of algebraic systems of polynomial homogeneous equations in X0, . . . , Xn parametrized by a finite
number of variables called parameters. Parameters take values from the space P = Qr

which we call the
parameters space, where Q is an algebraic closure of Q. In the sequel, let us adopt the following notation: for
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a polynomial g ∈ Q(u1, . . . , ur)[X0, . . . , Xn] and a value a = (a1, . . . , ar) ∈ P of the parameters, we denote
by g(a) the polynomial of Q[X0, . . . , Xn] which is obtained by specialization of u by a in the coefficients of
g if their denominators do not vanish on a, i.e., g(a) = g(a1, . . . , ar, X0, . . . , Xn).

In this paper, we are interested in solving zero-dimensional parametric systems of polynomial homoge-
neous equations, i.e., systems with finite number of solutions in the n-dimensional projective space Pn(Q).
Solving such a system returns to determine the values of the parameters in P for which the associated
polynomial systems have solutions in Pn(Q) (we call them consistent systems). However, when the system
is consistent, it is sometimes necessary to describe the set of its solutions uniformly in these values of the
parameters (see below).

Such parametric polynomial systems come from real-life problems as geometric [12, 25], optimization [41]
and interpolation [35, 36, 15] ones, or physical problems [27, 33, 11], chemical reactions [10, 11, 15] and
robots [16, 6, 35, 36].

In the literature, there are different algorithms for solving such parametric systems. They differ by
the way that solutions are represented and by their complexity bounds. Grigoriev and Vorobjov [19] (also
Montes [30]) give algorithms for solving zero-dimensional parametric polynomial systems which are based on
the computation of parametric Gröbner bases [3]. They compute a partition of P into a finite number of con-
structible sets and for each set W of them, they compute polynomialsG1, . . . , Gs ∈ Q(u1, . . . , ur)[X0, . . . , Xn]
which satisfy the following properties:

• The rational coefficients of G1, . . . , Gs in Q(u1, . . . , ur) are well-defined in W .

• For any a ∈ W , the set {G(a)
1 , . . . , G

(a)
s } ⊂ Q[X0, . . . , Xn] is the reduced Gröbner basis of the ideal

spanned by f
(a)
1 , . . . , f

(a)
k in Q[X0, . . . , Xn] w.r.t. a certain fixed monomial order on X0, . . . , Xn.

If d is an upper bound on the degrees of f1, . . . , fk w.r.t. X0, . . . , Xn, the complexity bound of the
algorithm of [19] is dO(n2r). Note that it is well-known [29] that in the non-parametric case, the lower bound
of the complexity of computing Gröbner bases for polynomial ideals of positive dimension (i.e., with infinite
number of solutions) is double-exponential in n.

Parametric geometric resolutions of zero-dimensional parametric polynomial systems are given by Giusti
et. al. [13, 12, 14], Heintz et. al. [22] and Schost [36, 35]. The complexity bound in these papers is dO(nr).
Gao et. al. [11], Wang [39], Dahan and Schost [37, 9] describe algorithms based on the computation of
parametric triangular sets. The discriminant varieties for zero-dimensional parametric polynomial systems
are introduced and computed by Lazard and Rouillier [26] with single exponential time in n and r [31].
Dynamic evaluation [32] are also used for solving parametric polynomial systems. Most of these algorithms
suffer from the fact that they cannot compute solutions for all specializations of the parameters (if they
exist), i.e., there is no partition of the parameters space P and solutions are computed uniformly just for a
subset of P.

In this paper, we give a new algorithm for solving zero-dimensional parametric systems of polynomial
homogeneous equations. For a parametric system (f1, . . . , fk) (with the above notations), we focus on
the subset W of the parameters space P formed by the values a ∈ P such that the associated system

f
(a)
1 = · · · = f

(a)
k = 0 is zero-dimensional and does not have solutions at infinity (i.e., solutions for which

X0 = 0). The algorithm will describe uniformly the multiset of the multiplicities of the system which is
defined by:

Definition 1.1. Let {g1, . . . , gk} ⊂ Q[X0, . . . , Xn] be a zero-dimensional homogeneous system with solutions
ξ1, . . . , ξs ∈ Pn(Q). The multiset of the multiplicities (MM) of this system is the multiset (mult(ξ1), . . . ,mult(ξs)) ∈
Ns where mult(ξ) is the multiplicity of ξ as a solution of the system (there is no order on the integers of
this multiset).

Then the algorithm computes a finite partition of the set W into constructible sets such that for each
set W of them, the MM and the number of solutions of the associated systems are constant in W and their
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solutions are represented by Polynomial Univariate Representations (PUR [34]) as follows: the algorithm
computes parametric univariate polynomials χ, ψ1, . . . , ψn ∈ Q(u1, . . . , ur)[Z] (Z is a new variable) which
satisfy the following properties:

• The rational coefficients of χ, ψ1, . . . , ψn in Q(u1, . . . , ur) are well-defined on W .

• For any a ∈W , the solutions of the system f
(a)
1 = · · · = f

(a)
k = 0 are given by the following polynomial

univariate representation:

χ(a)(θ) = 0,


X1
X0

= ψ
(a)
1 (θ)

...
Xn
X0

= ψ
(a)
n (θ)

This reads as follows: each root θ of χ(a) defines a solution of the system f
(a)
1 = · · · = f

(a)
k = 0 by

evaluating the polynomials ψ
(a)
1 , . . . , ψ

(a)
n ∈ Q[Z] on θ. In particular, the constant number of solutions of

the system in W is given by the degree of χ w.r.t. Z. This gives a reduction method from the problem of
solving multivariate polynomial systems to that of univariate polynomials.

In addition, the number of the elements of the partition, the degrees of χ, ψ1, . . . , ψn w.r.t. u and their
binary lengths are single exponential in n and r. The total complexity and the total binary complexity of
this algorithm are also single exponential in n and r (see Theorem 5.3 below for more details).

The paper is organized as follow. Section 2 presents some usefull complexity analysis of intermediate
algorithms which will be used in the main algorithm of the paper. This includes a method for computing
U -resultants for zero-dimensional polynomial systems, algorithms for computing uniformly the rank of a
parametric matrix and multiplicities of parametric univariate polynomials. Section 3 introduces the notion
of parametric U -resultants for parametric polynomial systems. Section 4 computes uniformly the MM
of parametric polynomial systems by reducing the problem to the computation of the multiplicities of
parametric univariate polynomials. The computation of parametric PUR is done in Section 5 by a parametric
version of the Shape lemma.

2. Preliminaries

2.1. U -resultant

U -resultants was studied first by Kronecker and Van der Waerden [38] and after by Lazard [23, 24] and
others. Here we show the definition of the U -resultants for zero-dimensional polynomial systems with a
method from [24, 17] to compute them.

Definition 2.1. Let g = {g1, . . . , gk} ⊂ Q[X0, . . . , Xn] be a zero-dimensional system of homogeneous
equations. The U -resultant of g is a homogeneous polynomial R ∈ Q[U0, . . . , Un] (where U0, . . . , Un are new
variables) which satisfies the following property: R factorizes in the form:

R =
∏
i

Li where Li =
∑

0≤j≤n
ξ

(i)
j Uj and ξ

(i)
j ∈ Q,

and each (ξ
(i)
0 : · · · : ξ(i)

n ) ∈ Pn(Q) is a solution of the system g whose multiplicity is equal to that of Li as a
factor of R. Thus the number of the solutions of g (counted with their multiplicities) is equal to the degree
of R.



A. Ayad, A. Fares, Y. Ayyad, J. Nonlinear Sci. Appl. 5 (2012), 426–438 429

Macaulay matrix:. In this paragraph, we give a way to distinguish zero-dimensional systems and to compute
their associated U -resultants. Let g = {g1, . . . , gk} ⊂ Q[X0, . . . , Xn] be a system (not necessary zero-
dimensional) of homogeneous equations of degrees D1, . . . , Dk such that d ≥ D1 ≥ · · · ≥ Dk for some integer
d and let

D = D1 +
∑

2≤i≤n
(Di − 1) ≤ nd.

We introduce the linear form gk+1 = U0X0 + · · · + UnXn ∈ Q(U0, . . . , Un)[X0, . . . , Xn] and we denote by
Bi (respectively B) the vector space of homogeneous polynomials in Q(U0, . . . , Un)[X0, . . . , Xn] of degrees
D − Di (respectively D) for all 1 ≤ i ≤ k + 1 where Dk+1 = 1. Consider the Q(U0, . . . , Un)-linear map
Ψ : B1 ⊕ · · · ⊕Bk+1 −→ B defined by:

Ψ(h1, . . . , hk+1) =
∑

1≤i≤k+1

higi for any (h1, . . . , hk+1) ∈ B1 ⊕ · · · ⊕Bk+1.

We denote by M the associated N ×
(∑

1≤i≤k+1Ni

)
matrix of Ψ in the monomials of B1, . . . , Bk+1, B

where Ni := dim(Bi) =
(
n+D−Di

n

)
, 1 ≤ i ≤ k + 1 and N = dim(B) =

(
n+D
n

)
. M is called the Macaulay

matrix of the system g. We write M in the form:

M =M(U0, . . . , Un) = (M1 M2)

where M2 is constructed by the last Nk+1 columns of M with linear form entries over Q in the variables
U0, . . . , Un and M1 has its entries in Q.

We recall the basic result of Lazard’s works (see Theorem 4.1, Theorem 5.1 and Theorem 7.1 of [24],
see also [23] and Theorem 2.2 of [17]) in the following theorem:

Theorem 2.2. Under the above notations,

• The system g has zero dimension if and only if the rank of its associated Macaulay matrix M is equal
to N , i.e., rk(M) = N .

• When g is a zero-dimensional system, the ideal generated by the N minors of M is a principal ideal
of Q[U0, . . . , Un]. The generator R ∈ Q[U0, . . . , Un] of this ideal is the U -resultant of the system g. In
addition, the degree of R is equal to N − rk(M1).

• R coincides with any nonzero N minor of M which contains rk(M1) columns of M1.

2.2. Parametric Gaussian elimination

In this subsection, we give an improved presentation of a parametrization of the well-known Gaussian
algorithm with a study on the bounds of the outputs of the algorithm and a complete complexity analysis.

Let A be a parametric n× n matrix with entries in Q[u1, . . . , ur] with degrees bounded by an integer δ
and binary lengths (i.e., the maximum of the binary lengths of their coefficients in Q) less than an integer
M . Our goal is to study the dependancy of the rank of the system from different values of the parameters.
The set {det(A) 6= 0} ⊂ P defines the locus in the parameters space P where A has maximal rank, i.e.,
rk(A) = n (where det(A) ∈ Q[u1, . . . , ur] is the determinant of A).

The parametrization of the Gaussian elimination procedure consists of performing ordinary Gaussian
algorithm and separating steps where pivot Gaussian elements are nonzeros. The main theorem of this
subsection is the following one:

Theorem 2.3. There is an algorithm, called the parametric Gaussian algorithm which for a parametric
n × n matrix A (with the above notations), products a partition of the parameters space P into (n + 1)
constructible sets Ui (0 ≤ i ≤ n) which satisfy the following property:
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• The rank of A is constant in each Ui and is equal to i, this means that for any a ∈ Ui, rk(A(a)) = i,
where A(a) is the matrix obtained from A by specialization of its entries on a.

The degrees of the equations and inequations which define Ui w.r.t. u are bounded by nδ. Their binary
lengths are less than nM . The total complexity of the algorithm is (nδ)O(r) operations in Q and the total
binary complexity is M(nδ)O(r).

Proof. The algorithm constructs a set of couples (C(i), A(i)), 0 ≤ i ≤ n where C(0) = P, A(0) = A and C(i)

(1 ≤ i ≤ n) is a constructible subset of P given by its equations and inequations and A(i) =
(
A

(i)
s,t

)
1≤s,t≤n

is a n × n matrix with coefficients in Q[u1, . . . , ur] obtained from A by linear row transformations and
permutations. This matrix has the form:

A(i) =



A
(i)
1,1 . . . . . . . . . . . . . . . A

(i)
1,n

0 A
(i)
2,2 . . . . . . . . . . . . A

(i)
2,n

... 0
. . .

...
...

...
...

...
... 0 A

(i)
i,i . . . . . . A

(i)
i,n

...
...

... 0 A
(i)
i+1,i+1 . . . A

(i)
i+1,n

...
...

...
...

...
. . .

...

0 0 0 0 A
(i)
n,i+1 . . . A

(i)
n,n


such that for all a ∈ C(i),

A
(i)
1,1(a) 6= 0, . . . , A

(i)
i,i (a) 6= 0.

We do this construction by induction on i. We suppose that at the i-th step, C(i) is defined by equations
and inequations of the form g = 0 and h 6= 0 where g, h ∈ Q[u1, . . . , ur] satisfy the following bounds:

• The degrees of g, h and A
(i)
s,t (1 ≤ s, t ≤ n) w.r.t. u are bounded by iδ;

• The binary lengths of g, h and A
(i)
s,t (1 ≤ s, t ≤ n) are less than i(M + 1).

The (i+ 1)-th step consists to do the following:

• If A
(i)
i+1,i+1 ∈ Q[u1, . . . , ur] is linearly dependent of the polynomials g, we exchange the (i + 1)-th

row of A(i) by the (i + 2)-th row and we test again if A
(i)
i+2,i+1 is linearly dependent of g and so on.

Each test corresponds to solve a linear system with at most i unknowns and
(
r+iδ
r

)
≤ (iδ)r equations

with coefficients in Q. This resolution can be done with (iδ)O(r) operations in Q [28]. Each of these
operations is done on elements of binary lengths less than i(M +1). Then each test is done by (iδ)O(r)

operations in Q. Its binary complexity is bounded by M(iδ)O(r).

• If all the polynomials A
(i)
s,t, s ≥ i+ 1, t ≥ i+ 1 (even after exchange of columns) are linearly dependent

of the polynomials g then A
(i)
s,t(a) = 0 for all a ∈ C(i). In this case, the algorithm stops and does not

consider the next couple (C(i+1), A(i+1)). The number of tests to do is equal to (n − i)2. They are
done by n2(iδ)O(r) operations in Q and with binary complexity bounded by n2M(iδ)O(r).

• If there exist s0 ≥ i+1, t0 ≥ i+1 such that A
(i)
s0,t0

is linearly independent of the polynomials g then we

take C(i+1) = C(i) ∩ {A(i)
s0,t0
6= 0}. After exchange of rows and columns, we put A

(i)
s0,t0

in the position
(i+ 1, i+ 1) and we apply the ordinary linear transformations on the rows i+ 2, . . . , n of the obtained

matrix. This will make zeros the entries below A
(i)
s0,t0

(we say that A
(i)
s0,t0

is the parametric Gauss pivot,
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i.e., A
(i)
s0,t0

(a) 6= 0 for all a ∈ C(i+1)). Then A(i+1) is the obtained matrix which verifies the following

property: A
(i+1)
i+1,i+1 = A

(i)
s0,t0

does not vanish on C(i+1).

By Bareiss’s method (see e.g., [2, 1]), the polynomials A
(i+1)
s,t ∈ Q[u1, . . . , ur] are (i+1)× (i+1) minors

of the matrix A and are given by the formula:

A
(i+1)
s,t = det


A1,1 . . . A1,i A1,t

...
...

...
Ai,1 . . . Ai,i Ai,t
As,1 . . . As,i As,t


This proves the above induction bounds on the degrees of A

(i+1)
s,t w.r.t. u and on their binary lengths.

The total complexity of the algorithm is deduced from the above bounds by the fact that there is at most
n steps in the algorithm.

2.3. Multiplicities of roots of parametric univariate polynomials

Let G ∈ Q[u1, . . . , ur][Z] be a parametric univariate polynomial of degree bounded by an integer d (resp.
δ) w.r.t. Z (resp. u) and binary length less than an integer M . Because that the multiplicities of the roots
of G are given by the degree of the greatest common divisor (GCD) of the successive derivatives of G w.r.t.
Z, we will begin by recalling an algorithm given by Grigoriev [18] in 1989 which computes uniformly the
GCD of a finite set of parametric univariate polynomials as follows:

Lemma 2.4. Let {h1, . . . , hk} ⊂ Q[u1, . . . , ur][Z] be a set of parametric univariate polynomials of degrees
bounded by d (resp. δ) w.r.t. Z (resp. u) and binary lengths less than M . There is an algorithm which
decomposes the parameters space P into at most k(δ+d)O(r) constructible sets such that for each set V among
them, the algorithm computes a parametric univariate polynomial h ∈ Q[u1, . . . , ur][Z] with the following
properties:

• The degree of h w.r.t. u1, . . . , ur, Z is bounded by (δ + d)O(1).

• The binary length of h is less than (M + r)(δ + d)O(1).

• For any a ∈ V , the polynomial h(a) ∈ Q[Z] is the GCD of the set {h(a)
1 , . . . , h

(a)
k } ⊂ Q[Z].

The number of arithmetic operations of this algorithm is bounded by kO(1)(δ + d)O(r) over Q. Its binary
complexity is bounded by (kM)O(1)(δ + d)O(r).

Proof. See Lemma 1 of [18].

Thus the generic computation of the multiset of the multiplicities of the roots of G is done in the following
theorem:

Theorem 2.5. Let G be a parametric univariate polynomial with the above notations. There is an algorithm
which decomposes the parameters space P into at most (δ + d)O(r) constructible sets such that for each set
V among them, the algorithm computes a vector s = (s1, . . . , sh) ∈ Nh such that for any a ∈ V, the
vector s is the multiset of the multiplicities of the roots of the polynomial G(a) ∈ Q[Z]. The number of
arithmetic operations of this algorithm is bounded by (δ + d)O(r) over Q. Its binary complexity is bounded
by MO(1)(δ + d)O(r).

Proof. For any 1 ≤ j ≤ degZ(G) ≤ d, the algorithm of Lemma 2.4 computes a parametric GCD of the set
{G,G′, . . . , G(j)} ⊂ Q[u1, . . . , ur][Z] of successive derivatives of G w.r.t. Z. This algorithm presents this
GCD in the form:

Aj,mZ
m +Aj,m−1Z

m−1 + · · ·+Aj,0 ∈ Q[u1, . . . , ur][Z]
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such that degu1,...,ur(Aj,t) ≤ (δ + d)O(1) for all 0 ≤ t ≤ m ≤ d − j. The degree of GCD(G,G′, . . . , G(j)) for
all 1 ≤ j ≤ d determines the multiset of the multiplicities of the roots of G. The following constructible sets

Vj,t := {Aj,t ∗j,t 0} ⊂ P

(where ∗j,t ∈ {=, 6=}) form a partition of P such that the multiset of the multiplicities of the roots of G is
constant on each one among them. The complexity bounds of the algorithm are deduced from those of the
algorithm of Lemma 2.4.

3. Parametric U-resultant

Let f = {f1, . . . , fk} ⊂ Q[u1, . . . , ur][X0, . . . , Xn] be a parametric system of polynomial homogeneous
equations of degrees respectively D1, . . . , Dk w.r.t. X0, . . . , Xn. In this section, we conserve the same
notations of Section 2.1. In addition, for the complexity analysis aims, we suppose that the degrees of
f1, . . . , fk w.r.t. u are bounded by an integer δ and their binary lengths are less than an integer M .

Definition 3.1. A parametric U -resultant of the system f is a couple (W,R) where W is a constructible
subset of P and R ∈ Q[u1, . . . , ur, U0, . . . , Un] which satisfy the following property:

• For any a ∈W , R(a) is the U-resultant for the system f
(a)
1 = · · · = f

(a)
k = 0.

The following lemma shows that there is a finite number of parametric U -resultants which cover all
values of the parameters in the set W :

Lemma 3.2. There is an algorithm which computes at most N parametric U -resultants (A1, R1), . . . , (AN , RN )
of the system f satisfying the following properties:

• The constructible sets A1, . . . ,AN form a partition of W.

• Each polynomial Ri is homogeneous in U0, . . . , Un of degree N− i ≤ N . Moreover, deguRi ≤ iδ ≤ Nδ,
and its binary length is less than iM ≤ NM .

The number of arithmetic operations of this algorithm is (Nδ)O(r) in Q and its binary complexity is
MO(1)(Nδ)O(r).

Proof. The algorithm is given by the following steps:

• Compute the Macaulay matrixM =M(u1, . . . , ur, U0, . . . , Un) = (M1 M2) associated to the system
f as it is defined in Section 2.1 where in this case M1 has entries in Q[u1, . . . , ur].

• Apply the algorithm of Theorem 2.3 toM. It computes a constructible set A where the rank ofM is
maximal, i.e., for all a ∈ A, rk(M(a)) = N . By Theorem 2.2, A is the set of values a ∈ P where the

system f
(a)
1 = · · · = f

(a)
k = 0 has a finite number of solutions in Pn(Q).

Theorem 2.3 also decomposes P into N constructible sets Ui such that the rank of M1 is constant in
each Ui and is equal to i.

• By the third item of Theorem 2.2, for each Ui, compute Ri as a N minor of M containing i columns
of M1. Let ∆i = degU0,...,Un

Ri = N − i and Ii ∈ Q[u1, . . . , ur] the coefficient of U∆i
0 in Ri. The

constructible sets
Ai = Ui ∩ A ∩ {Ii 6= 0}

satisfy the lemma. The inequation Ii 6= 0 ensures that no zero solutions are allowed at infinity
according to the definition of W.

The complexity bound of the algorithm follows from Theorem 2.3 (see also p. 24-25 of [7] and p .14-15
of [18]).
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4. Constant MMs

In this section, we fix a parametric U -resultant (Ai, Ri) from Lemma 3.2. We will compute a partition
of Ai into constructible sets, each of them with a generic mutilset of the multiplicities of the system f (see
Lemma 4.3 below). First, we will use a result from [8]:

Lemma 4.1. Let N be an integer. One can construct vectors b1, . . . , bN2n ∈ Qn pairwise distinct with the
following property : for any pairwise distinct elements β1, . . . , βn ∈ Qn, there exists 1 ≤ p ≤ N2n such that

< βi, bp > 6=< βj , bp > for all i 6= j (4.1)

where the operator < . , . > is the euclidean inner product in Qn.

Proof. By Proposition 1, 2 and 3 of [8].

We apply Lemma 4.1 on the integer N defined in Section 2.1. For each 1 ≤ j ≤ n, we consider n × n
matrices B1, ..., BN2n with coefficients in Q such that the j-th row of Bp is bp for all 1 ≤ p ≤ N2n. We
introduce the polynomials

Qj = Ri(U0, 0, . . . , 0, Uj , 0, . . . , 0) ∈ Q[u1, . . . , ur, U0, Uj ] (4.2)

and
Gj(Z) = Qj(Z,−1) ∈ Q[u1, . . . , ur][Z] (4.3)

where Z is a new variable.

The following lemma links the solutions of the systems f
(a)
1 = · · · = f

(a)
k = 0 to the roots of the

polynomials G
(a)
1 , . . . , G

(a)
n ∈ Q[Z] (for all a ∈ Ai).

Lemma 4.2. Let a ∈ Ai and ξ = (ξ0 : · · · : ξn) ∈ Pn(Q). For any 1 ≤ j ≤ n, there exists a matrix Bp

among B1, ..., BN2n with the following property : If ξ is a solution of the system f
(a)
1 = · · · = f

(a)
k = 0 of

multiplicity µ then after the linear transformation V = BpU where U = (U0, . . . , Un) and V = (V0, . . . , Vn)
are new variables one has (ξj

ξ0

)
is a root of G

(a)
j ∈ Q[Z] of multiplicity µ.

Proof. Definition 3.1, Theorem 2.2 and Formula (4.3) prove that
(
ξj
ξ0

)
is a root of G

(a)
j of multiplicity ≥ µ.

If ζ = (ζ0 : · · · : ζn) ∈ Pn(Q) is another solution of the system f
(a)
1 = · · · = f

(a)
k = 0 distinct from ξ, we have(ξj

ξ0

)
6=
(ζj
ζ0

)
by the definition of the linear transformation Bp and by Formula (4.1) of Lemma 4.1. Thus the multiplicity

of
(
ξj
ξ0

)
as a root of G

(a)
j is exactly µ.

Lemma 4.3. There is an algorithm which decomposes Ai into at most (Nδ)O(nr) constructible sets B such
that for each B, it computes a multiset s = (s1, . . . , sh) ∈ Nh which fulfills the following property:

• For any a ∈ B, s is the multiset of the multiplicities of the solutions of the system f
(a)
1 = · · · = f

(a)
k = 0.

The number of arithmetic operations of this algorithm is (Nδ)O(r) over Q and its binary complexity is
MO(1)(Nδ)O(r).
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Proof. Let us consider the parametric univariate polynomials G1, . . . , Gn ∈ Q[u1, . . . , ur][Z] defined by
Formula (4.3). First by Lemma 4.2, we take the matrix Bp1 associated to G1 and we put the linear
transformation V = Bp1U in Formula (4.2). Second we apply the algorithm from Theorem 2.5 to the new
G1 obtained by (4.3) after the linear change of variables. This algorithm computes a finite partition ofAi into

constructible sets Wq1 each of them with a constant multiset s(1) = (s
(1)
1 , . . . , s

(1)
h1

) ∈ Nh1 of the multiplicities
of the roots of G1. Again after another linear transformation defined by a matrix Bp2 associated to G2 by
Lemma 4.2, we apply the algorithm from Theorem 2.5 to the new G2 which decomposes each Wq1 into a

finite number of constructible sets Wq1,q2 each of them with a constant multiset s(2) = (s
(2)
1 , . . . , s

(2)
h2

) ∈ Nh2
of the multiplicities of the roots of G2 and so on. Finally, we get constructible sets B = Wq1,...,qn that
form a finite partition of Ai. For each B, we associate an integer h = min(h1, . . . , hn) and a multiset

s = (s1, . . . , sh) where sj = min(s
(1)
j , . . . , s

(n)
j ) for all 1 ≤ j ≤ h which satisfies the lemma. The complexity

bounds follow from those of Theorem 2.5 by simple computations taking into account the bounds on Ri
from Lemma 3.2.

5. Parametric polynomial univariate representations

In this section, we fix a constructible set B ⊂ Ai from Lemma 4.3 where (Ai, Ri) is a parametric U -
resultant of the parametric system f1 = · · · = fk = 0 by Lemma 3.2. Let K = Q(u1, . . . , ur) be the field
of rational functions in the parameters and for any 1 ≤ j ≤ n, let λj be a root of the polynomial Gj
(defined by (4.3)) in K with minimal polynomial being a divisor of Gj in K[Z]. The following lemma is a
parametrization of the Shape lemma:

Lemma 5.1. Under the above notations and hypotheses, there is an algorithm which computes a primitive
element θ of the extension E = K[λ1, . . . , λn] over K with its minimal polynomial χ ∈ K[Z]. In addition, the
degree of χ w.r.t. u is bounded by δNO(n). Its binary length is less than rMNO(n). The number of operations
in Q of the algorithm is bounded by δO(r)NO(nr). Its binary complexity is less than MO(1)δO(r)NO(nr).

Proof. By induction on j, we construct a primitive element θj for each finite and separable extension
Ej = K[λ1, . . . , λj ] over K with its minimal polynomial χj ∈ K[Z].

• For j = 1, we compute χ1 ∈ K[Z] a monic irreducible factor of G1 in K[Z] such that λ1 is a root of
χ1 by the algorithm of factorization of multivariate polynomials from [4] (see also [17]), i.e, χ1 is the
minimal polynomial of λ1 over K. Lemma 1.3 of [4] proves that the degree of χ1 w.r.t. u is bounded
by δNO(1) and its binary length is less than rMNO(1). In addition, the factorization of G1 is done by
(δN)O(r) operations in Q and by MO(1)(δN)O(r) binary operations (see [4]).

• We suppose that at the step j − 1 of the induction, a primitive element θj−1 of the extension Ej−1 =
K[λ1, . . . , λj−1] over K is given with its minimal polynomial χj−1 ∈ K[Z] such that the degree of χj−1

w.r.t. u is bounded by δNO(j) and its binary length is less than rMNO(j).

Again by the factorization algorithm of [4], we compute hj ∈ Ej−1[Z] a monic irreducible factor of Gj
such that λj is a root of hj , i.e, hj is the minimal polynomial of λj over Ej−1. Again Lemma 1.3 of [4]
gives the same bounds on hj as above for χ1. Then the extension

Ej = K[λ1, . . . , λj ] = Ej−1[λj ] = K[θj−1, λj ]

is a finite and separable extension over K of degree less or equal than N . We fix N arbitrary elements
0 = c1, . . . , cN ∈ Q pairwise distinct and we consider the N elements θj−1 + c1λj , . . . , θj−1 + cNλj of
Ej . The theorem of primitive elements ensures that there is an element θj = θj−1 + cλj among them
which is a primitive element of the extension Ej over K.

In order to compute the minimal polynomial χj of θj over K, we express the powers of θj in the basis

θαj−1λ
β
j , 0 ≤ α < degZ(χj−1), 0 ≤ β < degZ(hj) of Ej over K. The coefficients of χj form a non-trivial
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solution of a certain homogeneous linear system with coefficients in K (if this system does not have
any non-trivial solution then the algorithm takes another element c among c1, . . . , cN ). It is a system
of order degZ(χj−1) × degZ(hj) = degZ(χj) ≤ N , the degrees of its entries w.r.t. u are bounded by
δNO(j) and their binary lengths are less than rMNO(j) using the hypotheses of the induction. Then
by Cramer’s formulas, we get the same bounds on the degrees and the binary lengths of the coefficients
of χj . The resolution of these systems (for all c ∈ {c1, . . . , cN}) is done by δO(r)NO(jr) operations in
Q and MδO(r)NO(jr) binary operations [28].

To finish the proof of the lemma, we take θ = θn and χ = χn ∈ K[Z], then En = K[λ1, . . . , λn] = K[θ] =
E.

Lemma 5.2. We can compute polynomials ψ1, . . . , ψn ∈ K[Z] of degrees < N such that for all 1 ≤ j ≤ n,

λj = ψj(θ)

where θ is the primitive element of the extension E over K from Lemma 5.1. In addition, the degrees
of ψ1, . . . , ψn w.r.t. u are bounded by δNO(n) and their binary lengths are less than rMNO(n). Their
computation costs δO(r)NO(nr) operations in Q and MδO(r)NO(nr) binary operations.

Proof. The computation of ψ1, . . . , ψn is done by induction on j as follows:

• For j = 1, one takes λ1 = θ1.

• We suppose that at the step j−1 of the induction, λ1, . . . λj−1 are expressed as polynomial functions of
θj−1 with coefficients in K of degrees w.r.t. u bounded by δNO(j). Since θj = θj−1 + cλj (by the proof

of Lemma 5.1), we express the powers of θj in the basis θαj−1λ
β
j , 0 ≤ α < degZ(χj−1), 0 ≤ β < degZ(hj)

of Ej over K.

Again as in the proof Lemma 5.1, in order to express θj−1 and λj as linear combination of the
powers of θj with coefficients in K, it suffices to solve some linear system of order less than N . By
Cramer’s formulas, we get the bounds on the degree and the binary length of this expression of λj .
By substitution of the expression of θj−1 in those of λ1, . . . λj−1, we get the expressions of λ1, . . . λj−1

as linear combinations of the powers of θj with coefficients in K.

The resolution of these systems is done by δO(r)NO(jr) operations in Q and MδO(r)NO(jr).

We can now summarize the main result of the paper in the following theorem:

Theorem 5.3. There is an algorithm which for a parametric homogeneous polynomial system f1 = · · · =
fk = 0 (with the above notations) decomposes the associated subset W of P into at most (δd)O(n2r2) con-
structible sets such that for each set W among them, we have the following properties:

• The multisets of the multiplicities and the number of the solutions of the associated systems are constant
in W and they are computed by the algorithm.

• The algorithm computes polynomials χ, ψ1, . . . , ψn ∈ Q(u1, . . . , ur)[Z] such that each value a ∈ W
satisfies:

– The denominators of the coefficients of χ, ψ1, . . . , ψn do not vanish on a.

– A parametric PUR of the solutions of the system f
(a)
1 = · · · = f

(a)
k = 0 is given by

χ(a)(θ) = 0,


X1
X0

= ψ
(a)
1 (θ)

...
Xn
X0

= ψ
(a)
n (θ)
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– The degrees of χ, ψ1, . . . , ψn w.r.t. u is bounded by δO(r)dO(n2r) and their binary lengths do not
exceed MδO(r)dO(n2r).

The number of arithmetic operations of the algorithm is δO(r2)dO(n2r2) and its binary complexity is MO(1)δO(r2)dO(n2r2).

Proof. Let ψ ∈ Q[u1, . . . , ur] be the lowest common multiple of the denominators of the coefficients of the
polynomials χ, ψ1, . . . , ψn of Lemmas 5.1 and 5.2. We take the constructible set P1 = B ∩ {ψ = 0} ⊂ P.

For all a ∈ B \P1, the solutions of the associated system f
(a)
1 = · · · = f

(a)
k = 0 are given by the equations of

Lemma 5.2 using Lemma 4.2.
Let T1 be the variety defined by the equation ψ = 0 and the equations which define B, we apply the

algorithm of solving (non parametric) algebraic systems [5, 17, 4] (see Theorem 2.4 of [17] or Theorem 2.1
of [4]) which computes each irreducible component S1 of codimension m of T1 by an effective generic point
defined by the following field isomorphism:

Q(t1, . . . , tr−m)[µ] ∼= Q(S1) (5.1)

where t1, . . . , tr−m are algebraically independent over Q and µ is separable over the field Q(t1, . . . , tr−m)
with a minimal polynomial Φ ∈ Q(t1, . . . , tr−m)[Z]. This algorithm expresses each variable ui as an element
of Q(t1, . . . , tr−m)[µ]. By substitution of these expressions in the polynomials Gj ∈ Q[u1, . . . , ur][Z], we get
polynomials gj ∈ Q(t1, . . . , tr−m)[µ][Z].
By the same procedure as above (see Lemmas 5.1 and 5.2), we compute a primitive element θ(1) of the
extension K ′[λ1, . . . , λn] over K ′ with its minimal polynomial χ ∈ K ′[Z] where K ′ = Q(t1, . . . , tr−m)[θ] and
λj is a root of gj ∈ K ′[Z] in K ′.

Then we have again a parametric representation of the solutions of the system f
(a)
1 = · · · = f

(a)
k = 0 for

all a ∈ S1 \ P2 where P2 = S1 ∩ {ψ(1) = 0} ⊂ Qr
and ψ(1) is a suitable polynomial in Q[t1, . . . , tr−m]. We

apply again the same procedure to the variety P2, the algorithm stops after at most r steps because at each
step the dimension decreases (dim(P2) = dim(S1)−1 = r−m−1). The bounds on the degrees and the total
complexity are given by Lemmas 5.1 and 5.2 and those of Theorem 2.4 of [17] or Theorem 2.1 of [4].

Example 5.4. The following parametric system of non-homogeneous equations describes the position of
the arm of a simple robot [16, 35, 36]: 

X1 +X2 = u
X3 +X4 = v
X2

1 +X2
3 = 1

X2
2 +X2

4 = 1

The variables u and v are the parameters, the unknowns are the variables X1, . . . , X4. The algorithm
decomposes the setW ⊂ C2 of values of the parameters for which the associated systems are zero-dimensional
into 3 constructible sets W1,W2,W3, pairwise disjoint such that for each of them, a corresponding PUR of
the solutions is given as follows:

W1 = {u 6= 0, u2 + v2 6= 0}, θ2 − −u
4 + 4u2 − u2v2

u2 + v2
= 0,


X1 = v

2uθ + u
2

X2 = − v
2uθ + u

2
X3 = −1

2θ + 3v
2

X4 = 1
2θ + v

2

W2 = {u 6= 0, u2 + v2 = 0}, no solutions;

W3 = {u = 0, v 6= 0}, θ2 +
v2

4
− 1 = 0,


X1 = θ
X2 = −θ
X3 = v

2
X4 = v

2
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Note that C2 \ W = {(0, 0)} and the associated system has positive dimension. Its solutions are also given
by a PUR representation with an extra parameter t which takes arbitrary values in C.

θ2 + t2 − 1 = 0,


X1 = θ
X2 = −θ
X3 = −t
X4 = t.

6. Conclusion

In this paper, we have described a new algorithm for solving zero-dimensional parametric systems of poly-
nomial homogeneous equations. We have introduced the notion of parametric U -resultant, this is a generic
way to compute U -resultants for zero-dimensional polynomial systems. The algorithm decomposes the pa-
rameters space into a finite number of constructible sets. For each one of them, a parametric Polynomial
Univariate Representation is given which reduces the problem to that of solving univariate polynomials. We
have also presented a parametrization of some intermediate algorithms for particular problems useful in the
main algorithm. Despite the approach used here is new, the complexity bound of the algorithm is relatively
analogue to that of previous algorithms on the subject. Note that if r =

(
n+d
n

)
(i.e., each coefficient of the

polynomials f1, . . . , fk is a parameter) and d = n, Grigoryev [20] has constructed a double-exponential (in n)
number of MMs, i.e., a double-exponential number of elements of a partition of the parameters space. This
gives a double-exponential lower bound on the complexity of solving parametric zero-dimensional polynomial
systems.
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