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Abstract

In this paper, we first introduce a concept called Menger probabilistic G-metric-like space which is a
generalization of Menger probabilistic metric-like space of Hierro and Sen. Some fixed point theorems for
various kinds of contractions in framework of this space are given. Our results extend some recent ones of
Zhou et al., Hua et al. and Alsulami et al.. Finally, an example is given to illustrate the main result of this
paper. c©2016 All rights reserved.
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1. Introduction and preliminaries

Throughout this paper, let R = (−∞,+∞), R+ = [0,+∞) and N be the set of all natural numbers.
A mapping f : R → R+ is called a distribution if it is non-decreasing left-continuous with supt∈R f(t) =
limt→+∞ f(t) = 1 and inft∈R f(t) = limt→−∞ f(t) = 0. We shall denote by D the set of all distribution
functions.

Let ∆ : [0, 1] × [0, 1] → [0, 1] is called a triangular norm (for short, a t-norm) if for all a, b, c, d ∈ [0, 1],
∆(a, 1) = a, ∆(a, b) ≤ ∆(c, d) if a ≤ c, b ≤ d, ∆(a, b) = ∆(b, a) and ∆(a,∆(b, c)) = ∆(∆(a, b), c). It is
known that ∆M (a, b) = min{a, b} and ∆P (a, b) = ab are the classic examples of t-norms.

A t-norm ∆ is said to be of H-type [10] if the family of functions {∆(t)}∞m=1 is equicontinuous at t = 1,
where
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∆1(t) = ∆(t, t), ∆2(t) = ∆(∆1(t), t), ∆m(t) = ∆(∆m−1(t), t), m = 3, 4, · · · , t ∈ [0, 1].

The t-norm ∆M is a trivial example of t-norm of H-type. But ∆P is not the t-norm of H-type. In [18], the
authors pointed out that t-norm of H-type is a big class. On the examples of t-norm of H-type, also refer
to [10].

In 1942, Menger [15] developed the theory of metric spaces and proposed a generalization of metric
spaces called Menger probabilistic metric spaces (briefly, Menger PM-space).

Definition 1.1. A Menger PM-space is a triple (X,F,∆), where X is a nonempty set, ∆ is a continuous
t-norm and F is a mapping from X ×X → D (Fx,y denotes the value of F at the pair (x, y)) satisfying the
following conditions:

(PM-1) Fx,y(t) = 1 for all x, y ∈ X and t > 0 if and only x = y;
(PM-2) Fx,y(t) = Fy,x(t) for all x, y ∈ X and t > 0;
(PM-3) Fx,z(t+ s) ≥ ∆(Fx,y(t), Fy,z(s)) for all x, y, z ∈ X and t, s ≥ 0.

The idea of Menger was to use distribution functions instead of nonnegative real numbers as values of
the metric. Since Menger, many authors have considered fixed point theory in Menger PM-spaces and its
applications as a part of probabilistic analysis (see [2–7, 9–11, 14, 16, 17, 20, 22]).

Let (X,F,∆) be a probabilistic metric space and T : X → X be a mapping. If there exists a gauge
function ϕ : R+ → R+ such that

FTx,Ty(ϕ(t)) ≥ Fx,y(t), for all x, y ∈ X and t > 0,

then the mapping T is called a probabilistic ϕ-contraction. The probabilistic ϕ-contraction is a generalization
of probabilistic k-contraction given by Sehgal and Bharucha-Reid [21].

In 2010, Jachymski [13] proved a fixed point theorem for probabilistic ϕ-contraction which improves
the result of Ćirić [4] by weakening the condition on the function ϕ. More precisely, the author gave the
following result:

Theorem 1.2 ([13]). Let (X,F,∆) be a complete Menger probabilistic metric space with the t-norm ∆ of
H-type, and let ϕ : R+ → R+ be a function satisfying conditions

0 < ϕ(t) < t and lim
n→∞

ϕn(t) = 0 for all t > 0.

If T : X → X is a probabilistic ϕ-contraction, then T has a unique fixed point x∗ ∈ X, and {Tnx0} converges
to x∗ for each x0 ∈ X.

In order to further improve Theorem 1.1, Fang [8] considered a new condition on the gauge function ϕ.
Let ϕ : R+ → R+ be a function satisfying the following condition:

for each t > 0 there exists r ≥ t such that lim
n→∞

ϕn(t) = 0. (1.1)

Let Φw denote the set of all functions ϕ : R+ → R+ satisfying the condition (1.1). By using the condition
(1.1), Fang gave the following result:

Theorem 1.3 ([8]). Let (X,F,∆) be a complete Menger space with a t-norm ∆ of H-type. If T : X → X is
a probabilistic ϕ-contraction, where ϕ ∈ Φw, then T has a unique fixed point x∗ ∈ X, and {Tnx0} converges
to x∗ for each x0 ∈ X.

Very recently, Hua et al. [12] investigated the work of Fang above and further improved Theorem 1.2 by
weakening the condition on the gauge function ϕ in Theorem 1.2. Let Φw∗ denote the set of all functions
ϕ : R+ → R+ satisfying the following condition:

for each t1, t2 > 0, there exists r ≥ max{t1, t2} and N ∈ N
such that ϕn(r) < min{t1, t2} for all n > N.

(1.2)

Hua et al. [12] pointed out if ϕ ∈ Φw, then ϕ ∈ Φw∗ and the inverse is not true. The following result
improves Theorem 1.2.
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Theorem 1.4 ([12]). Let (X,F,∆) be a complete Menger space with a t-norm ∆ of H-type. If T : X → X
is a probabilistic ϕ-contraction, where ϕ ∈ Φw∗, then T has a unique fixed point x∗ ∈ X, and {Tnx0}
converges to x∗ for each x0 ∈ X.

Recently, Zhou et al. [23] introduced a new probabilistic space called Menger probabilistic G-metric
space (shortly, Menger PGM-space) which generalizes the Menger PM-space.

Definition 1.5 ([23]). A Menger probabilistic G-metric space (shortly, PGM-space) is a triple (X,G∗,∆),
where X is a nonempty set, ∆ is a continuous t-norm and G∗ is a mapping from X ×X ×X into D (G∗x,y,z
denotes the value of G∗ at the point (x, y, z)) satisfying the following conditions:

(PGM-1) G∗x,y,z(t) = 1 for all x, y, z ∈ X and t > 0 if and only if x = y = z;
(PGM-2) G∗x,x,y(t) ≥ G∗x,y,z(t) for all x, y ∈ X with z 6= y and t > 0;
(PGM-3) G∗x,y,z(t) = G∗x,z,y(t) = G∗y,x,z(t) = · · · (: symmetry in all three variables);
(PGM-4) G∗x,y,z(t+ s) ≥ ∆(G∗x,a,a(s), G

∗
a,y,z(t)) for all x, y, z, a ∈ X and s, t > 0.

Definition 1.6 ([23]). Let (X,G∗,∆) be a Menger PGM-space and x0 ∈ X. For any ε > 0 and δ with
0 < δ < 1, an (ε, δ)-neighborhood of x0 is the set of all points y in X for which G∗x0,y,y(ε) > 1 − δ and
G∗y,x0,x0(ε) > 1− δ. We write

Nx0(ε, δ) = {y ∈ X : G∗x0,y,y(ε) > 1− δ,G∗y,x0,x0(ε) > 1− δ}.

This means that Nx0(ε, δ) is the set of all points y in X for which the probability of the distance from x0 to
y being less than ε is greater than 1− δ.

Theorem 1.7 ([23]). Let (X,G∗,∆) be a Menger PGM-space. Then (X,G∗,∆) is a Hausdorff space in the
topology induced by the family {Nx0(ε, δ)} of (ε, δ)-neighborhoods.

Definition 1.8 ([23]).

(1) A sequence {xn} in a PGM-space (X,G∗,∆) is said to be convergent to a point x ∈ X (write xn → x)
if, for any ε > 0 and 0 < δ < 1, there exists a positive integer Mε,δ such that xn ∈ Nx(ε, δ) whenever
n > Mε,δ.

(2) A sequence {xn} in a PGM-space (X,G∗,∆) is called a Cauchy sequence if, for any ε > 0 and 0 < δ < 1,
there exists a positive integer Mε,δ such that G∗xn,xm,xl(ε) > 1− δ whenever m,n, l > Mε,δ.

(3) A PGM-space (X,G∗,∆) is said to be complete if every Cauchy sequence in X converges to a point
in X.

In [23], the author proved the following fixed point theorem:

Theorem 1.9 ([23]). Let (X,G∗,∆) be a complete Menger PGM-space with ∆ of H-type and T : X → X
be a mapping. If there exists a constant λ ∈ (0, 1) such that

G∗Tx,Ty,Tz(λt) ≥ G∗x,y,z(t)

for all x, y, z ∈ X and t > 0, then, for any x0 ∈ X, the sequence {Tnx0} converges to a unique fixed point
of T .

Another recent work on Menger PGM-space is from Alsulami et al. [1]. They proved the following fixed
point theorem:

Theorem 1.10 ([1]). Let (X,G∗,∆) be a complete Menger PGM-space with ∆ of H-type and T : X → X
be a mapping. If there exists a function ϕ ∈ Φw such that

G∗Tx,Ty,Tz(ϕ(t)) ≥ G∗x,y,z(t)

for all x, y, z ∈ X and t > 0, then, the mapping T has a unique fixed point in X.
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In this paper, we first introduce a concept of Menger probabilistic G-metric-like space (shortly, Menger
PGML-space) and prove several necessary lemmas which will be used in the main results of this paper.
Some fixed point theorems for ϕ-contractions in Menger PGML-space are proved. The conditions on the
gauge function ϕ are different with the known ones in the present results. Our results extend and improve
the ones of Zhou et al. [23], Fang [8], Hua at al. [12] and Alsuami et al. [1]. Finally, an example is given to
illustrate the main result of this paper.

2. Menger probabilistic G-metric-like space

In [19], Hierro and Sen introduced a new concept called Menger probabilistic metric-like space as follows.

Definition 2.1 ([19]). A Menger probabilistic metric-like space is a triple (X,F,∆), where X is a nonempty
set, ∆ is a continuous t-norm and F is a mapping from X ×X → D (Fx,y denotes the value of F at the pair
(x, y)) satisfying following conditions:

(PM-1) if Fx,y(t) = 1 for all t > 0, then x = y;
(PM-2) Fx,y(t) = Fy,x(t) for all x, y ∈ X and t > 0;
(PM-3) Fx,z(t+ s) ≥ ∆(Fx,y(t), Fy,z(s)) for all x, y, z ∈ X and t, s ≥ 0.

Inspired by the idea of Hierro and Sen, for our purpose we give the following concept called Menger
probabilistic G-metric-like space by modifying (PGM-1) in Definition 1.5. We still denote by G∗ Menger
probabilistic G-metric-like without confusion.

Definition 2.2. Let X be a nonempty set, ∆ be a continuous t-norm and G∗ be a mapping from X×X×X
into D (G∗x,y,z denotes the value of G∗ at the point (x, y, z)). Assume that G∗ satisfies the following
conditions:

(PGML-1) if G∗x,y,z(t) = 1 for all t > 0, then x = y = z;
(PGML-2) G∗x,x,y(t) ≥ G∗x,y,z(t) for all x, y ∈ X with z 6= y and t > 0;
(PGML-3) G∗x,y,z(t) = G∗x,z,y(t) = G∗y,x,z(t) = · · · (: symmetry in all three variables);
(PGML-4) G∗x,y,z(t+ s) ≥ ∆(G∗x,a,a(s), G

∗
a,y,z(t)) for all x, y, z, a ∈ X and s, t ≥ 0.

We call G∗ a Menger probabilistic G-metric-like and (X,G∗,∆) a Menger probabilistic G-metric-like
space (shortly, Menger PGML-space).

Obviously, every Menger PGM-space is a Menger PGML-space and the inverse is not true.

Example 2.3. Let (X,F,∆) be a Menger probabilistic metric-like space. Let G∗ : X3 → D be defined by

G∗x,y,z(t) = min{Fx,y(t), Fx,z(t), Fy,z(t)}.

Then (X,G∗,∆) is a Menger PGML-space. The proof is directly from Definition 2.2 and [23, Example 1.7].

Example 2.4. Let X = R+ and define the mapping G∗ : X3 → D by

G∗x,y,z(t) =


1, t > max{x, y, z},

t

t+ max{x, y, z}
, t ≤ max{x, y, z}.

(2.1)

First, if G∗x,y,z(t) = 1 for all t > 0, then x = y = z = 0. Hence G∗ satisfies (PGML-1). Since t > max{x, y, z}
implies t > max{x, y}, if G∗x,y,z(t) = 1, then G∗x,x,y(t) = 1. On the other hand, if t ≤ {x, y}, then
t ≤ max{x, y, z} and hence G∗x,x,y(t) = t

t+max{x,y} ≥
t

t+max{x,y,z} = G∗x,y,z(t). Thus G∗ satisfies (PGML-2).

It is easy to see that G∗ satisfies (PGML-3). Now we show that the following holds:

G∗x,y,z(s+ t) ≥ min
{
G∗x,a,a(s), G

∗
a,y,z(t)

}
, for all x, y, z, a ∈ X and s, t > 0. (2.2)
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If s + t > max{x, y, z}, then G∗x,y,z(s + t) = 1 and (2.2) holds. If s + t ≤ max{x, y, z}, it is impossible
that s > max{x, a} and t > max{a, y, z}. We first assume that s ≤ max{x, a} and t ≤ max{a, y, z}. If
G∗x,a,a(s) > G∗x,y,z(s+ t) and G∗a,y,z(t) > G∗x,y,z(s+ t). Then

s

s+ max{x, a}
>

s+ t

s+ t+ max{x, y, z}
and

t

t+ max{a, y, z}
>

s+ t

s+ t+ max{x, y, z}
.

That is
smax{x, y, z} > (s+ t) max{x, a} and tmax{x, y, z} > (s+ t) max{a, y, z}.

It follows that

(s+ t) max{x, y, z} > (s+ t)[max{x, a}+ max{a, y, z}], i.e., max{x, y, z} > max{x, a}+ max{a, y, z}.

It is a contradiction.
Next we assume that s ≤ max{x, a}, but t > max{a, y, z}. It follows that

∆M (G∗x,a,a(s), G
∗
a,y,z(t)) = G∗x,a,a(s).

If G∗x,a,a(s) > G∗x,y,z(s + t), i.e., s
s+max{x,a} >

s+t
s+t+max{x,y,z} , then smax{x, y, z} > (s + t) max{x, a}. Fur-

ther, we have smax{x, y, z, a} ≥ smax{x, y, z} > (s + t) max{x, a}. If max{x, a} ≥ max{a, y, z}, then
smax{x, a} = smax{x, y, z, a} > (s + t) max{x, a}. It is a contradiction. Hence it must be max{x, a} <
max{y, z, a}. Then we have smax{y, z, a} = smax{x, y, z, a} > (s+ t) max{x, a}. Note that s ≤ max{x, a}
and t > max{a, y, z}, we have st > smax{y, z, a} > (s+ t) max{x, a} ≥ (s+ t)s. It is a contradiction. Hence
it must be G∗x,a,a(s) ≤ G∗x,y,z(s+ t). Then (2.2) holds.

Similarly, under the assumption that s > max{x, a}, but t ≤ max{a, y, z}, we also can conclude that
(2.2) holds. Therefore, (X,G∗,∆M ) is a Menger PGML-space.

Definition 2.5.

(1) A sequence {xn} in a PGML-space (X,G∗,∆) is said to be convergent to a point x ∈ X (write xn → x)
if, for any t > 0 and 0 < ε < 1, there exists a positive integer Nt,ε such that G∗x,xn,xn(t) > 1 − ε and
G∗x,x,xn(t) > 1− ε for all n > Nt,ε.

(2) A sequence {xn} in a PGML-space (X,G∗,∆) is called a Cauchy sequence if, for any t > 0 and
0 < ε < 1, there exists a positive integer Nt,ε such that G∗xn,xm,xl(t) > 1− ε whenever m,n, l > Nt,ε.

(3) A PGML-space (X,G∗,∆) is said to be complete if every Cauchy sequence in X converges to a point
in X.

Notice that although the statement of concepts of convergence and completeness in Definition 2.5 are
same with the ones in [23], the content of these concepts are different. In other words, if the sequence
{xn} converges to some point x in Menger PGM-space, but it does not necessarily converge to x in menger
PGML-space. However, the inverse is true. See the following example.

Example 2.6. Let X = R+ and let G∗ : X3 → D be a mapping defined by G∗x,x,x(t) = 1 for all x ∈ X
and t > 0, for all x, y, z ∈ X without x = y = z, G∗ is defined as (2.1). Then (X,G∗,min) is a Menger
PGM-space. Now let x1,n = 1− 1

n for each n ∈ N. As the concept of convergence in [23], the sequence {x1,n}
converges to x = 1. However {x1,n} does not converge to 1 in the sense of Definition 2.5. Let x2,n = 1

n for
each n ∈ N. Then {x2,n} converges to x = 0 as both Definition 2.5 and the concept of convergence of [23].
That is, {x2,n} converges to x = 0 in both Menger PGML-space and Menger PGM-space.

Proposition 2.7. Let (X,G∗,∆) be a Menger PGML-space. Let {xn} ⊂ X and x, y ∈ X. If xn → x and
xn → y, then x = y.
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Proof. For any t > 0 and ε ∈ (0, 1), there exist N1, N2 ∈ N such that

G∗xn,x,x(t/2) > 1− ε and Gy,xn,xn(t/2) > 1− ε

for all n > max{N1, N2}. By (PGML-4), we have

G∗y,x,x(t) ≥ ∆(G∗y,xn,xn(t/2), G∗xn,x,x(t/2)) > ∆(1− ε, 1− ε)

for all n > max{N1, N2}. Since ε is arbitrary and ∆ is continuous, it follows that G∗y,x,x(t) = 1. By
(PGML-1) we get x = y. This completes the proof.

3. Some lemmas

Lemma 3.1. Let (X,G∗,∆) be a Menger PGML-space. For each λ ∈ (0, 1], define a function dλ(x, y) :
X2 → R+ by

dλ(x, y) = inf{t > 0 : G∗x,y,y(t) > 1− λ}. (3.1)

Then the following hold:

(1) dλ(x, y) < r if and only if G∗x,y,y(r) > 1− λ;

(2) if dλ(x, y) = 0 for all λ ∈ (0, 1], then x = y;

(3) if ∆ = ∆M , then for each λ ∈ (0, 1],

dλ(x, z) ≤ dλ(x, y) + dλ(y, z) for all x, y, z ∈ X.

Proof.

(1) Assume that dλ(x, y) < r. If G∗x,y,y(r) ≤ 1 − λ, then for all t > 0 satisfying that G∗x,y,y(t) > 1 − λ,
one must have r < t since G∗x,y,y(t) is non-decreasing in t. Hence r ≤ inf{t > 0 : G∗x,y,y(t) > 1− λ} =
dλ(x, y). It is a contradiction. So G∗x,y,y(r) > 1 − λ. Now assume that G∗x,y,y(r) > 1 − λ. From (3.1)

it follows that dλ(x, y) ≤ r. Since G∗x,y,y(t) is left continuous in t, we have limn→∞G
∗
x,y,y(r − 1

n) =

G∗x,y,y(r). Thus there exists N ∈ N such that G∗x,y,y(r − 1
n) > 1− λ for all n > N . Therefore, by (3.1)

we conclude that dλ(x, y) ≤ r − 1
n < r for all n > N .

(2) Assume that dλ(x, y) = 0 for all λ ∈ (0, 1). By (1) we see that for any t > 0, G∗x,y,y(t) > 1− λ for all
λ ∈ (0, 1]. From (PGML-1) it follows that x = y.

(3) For any given ε > 0, by the definitions of dλ(x, y) and dλ(y, z) there exist t1 > 0 and t2 > 0 such that

dλ(x, y) + ε/2 > t1 and dλ(y, z) + ε/2 > t2,

where G∗x,y,y(t1) > 1− λ and G∗y,z,z(t2) > 1− λ. By (PGML-4) we get

G∗x,z,z(t1 + t2) ≥ ∆M (G∗x,y,y(t1), G
∗
y,z,z(t2))

≥ ∆M (1− λ, 1− λ)

= 1− λ.

By the definition of dλ(x, z), we get

dλ(x, z) ≤ t1 + t2 < dλ(x, y) + dλ(y, z) + ε.

From the arbitrariness of ε it follows that

dλ(x, z) ≤ dλ(x, y) + dλ(y, z).
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This completes the proof.

Remark 3.2. In Lemma 3.1, dλ(x, y) = dλ(y, x) and dλ(x, x) = 0 do not necessarily hold. Thus (X, dλ) is
not a pseudo-metric space.

Lemma 3.3. Let (X,G∗,∆) be a Menger PGML-space with the t-norm ∆ of H-type. Let {dλ}λ∈(0,1] be
defined as (3.1). Then for each λ ∈ (0, 1], there exists µ ∈ (0, λ] such that for each n ∈ N,

dλ(x0, xn) ≤
n−1∑
i=0

dµ(xi, xi+1) for all x0, x1, · · · , xn ∈ X.

Proof. Since ∆ is a t-norm of H-type, for each λ ∈ (0, 1], there exists µ ∈ (0, λ] such that

∆n(1− µ) > 1− λ for all n ∈ N. (3.2)

For any given n ∈ N and x0, x1, · · · , xn ∈ X, put dµ(xi, xi+1) = ti for each i = 0, 1, · · · , n− 1. For any ε, by
Lemma 3.1 (1) we have

G∗xi,xi+1,xi+1
(t1 + ε/n) > 1− µ, i = 0, 1, · · · , n− 1. (3.3)

Now, from (PGML-4), (3.2) and (3.3) we obtain

G∗x0,xn,xn(
n−1∑
i=0

ti + ε) ≥ ∆
(
G∗x0,x1,x1(t0 + ε/n), G∗x1,xn,xn(

n−1∑
i=1

ti + (n− 1)ε/n)
)

≥ ∆
(
G∗x0,x1,x1(t0 + ε/n),∆(G∗x1,x2,x2(t1 + ε/n), · · · ,

∆(G∗xn−2,xn−1,xn−1
(tn−2 + ε/n), G∗xn−1,xn,xn(tn−1 + ε/n)))

)
≥ ∆n(1− µ) > 1− λ.

By Lemma 3.1 (1) we see that dλ(x0, xn) <
∑n−1

i=0 ti + ε. Since ε is arbitrary, we get

dλ(x0, x1) ≤
n−1∑
i=0

ti =
n−1∑
i=0

dµ(xi, xi+1).

This completes the proof.

Let Φ denote the set of all functions φ : R+ → R+ satisfying the following conditions:

(i) φ−1(0) = {0} and φ(a) = inft>a φ(t) for all a > 0;

(ii)
∑∞

n=1 φ
n(t) < +∞ for all t > 0.

It is easy to see that if φ ∈ Φ, then φ is non-decreasing and φ(t) < t for all t > 0.

Lemma 3.4. Let (X,G∗,∆) be a Menger PGML-space with the continuous t-norm ∆ of H-type and let
{xn} be a sequence in X. If there exists a function φ ∈ Φ such that

G∗xn,xn+1,xn+1
(φ(t)) ≥ G∗xn−1,xn,xn(t) (3.4)

for all n ∈ N and t > 0 and n ∈ N, then {xn} is a Cauchy sequence.

Proof. Let {dλ}λ∈(0,1] be defined by (3.1). For each λ ∈ (0, 1] and n ∈ N, set an = dλ(xn−1, xn). Since
φ ∈ Φ, φ(an) = inft>an φ(t). Hence for any given ε > 0, there exists tn > an such that φ(an) + ε > φ(tn).
By Lemma 3.1 (1) we have G∗xn−1,xn(tn) > 1− λ since tn > an = dλ(xn−1, xn). From (3.1) it follows that

G∗xn,xn+1,xn+1
(φ(tn)) ≥ G∗xn−1,xn,xn(tn)

≥ 1− λ.
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By Lemma 3.1 (1) we have
an+1 = dλ(xn, xn+1) ≤ φ(tn) < φ(an) + ε.

Since ε is arbitrary, one has
an+1 ≤ φ(an), ∀n ∈ N. (3.5)

Since φ is non-decreasing, by (3.5) and (3.1) we get

dλ(xn, xn+1) ≤ φ(dλ(xn−1, xn)) ≤ · · · ≤ φn(dλ(x0, x1)), ∀n ∈ N. (3.6)

By (3.6) and Lemma 3.3 there exists µ ∈ (0, λ] such that

dλ(xn, xm) ≤
m−1∑
i=n

dµ(xi, xi+1) ≤
m−1∑
i=n

φi(dµ(x0, x1)) for all m,n ∈ N with m > n.

Since φ ∈ Φ, we have
∑m−1

i=n φi(dµ(x0, x1))→ 0 as n→∞ and hence

lim
m,n→∞

dλ(xn, xm) = 0.

Thus for any t > 0, there exists N ∈ N such that dλ(xn, xm) < t for all m > n > N . By Lemma 3.1 (1) we
can conclude that G∗xn,xm,xm(t) > 1− λ for all m > n > N . That is, for any ε > 0,

lim
m,n→∞

G∗xm,xn,xn(ε) = 1. (3.7)

On the other hand, by (PGML-4) we have

G∗xm,xn,xl(ε) ≥ ∆(G∗xm,xn,xn(ε/2), G∗xn,xn,xl(ε/2)),

G∗xm,xn,xn(ε/2) ≥ ∆(G∗xn,xm,xm(ε/4), G∗xn,xm,xm(ε/4)),

G∗xn,xn,xl(ε/2) ≥ ∆(G∗xn,xl,xl(ε/4), G∗xn,xl,xl(ε/4)).

Hence
G∗xm,xn,xl(ε) ≥ ∆

(
∆2(G∗xn,xm,xm(ε/4)),∆2(G∗xn,xl,xl(ε/4))

)
. (3.8)

Since the ∆ is continuous, from (3.6)-(3.8) it follows that, for any ε > 0,

lim
n,m,l→∞

G∗xm,xn,xl(ε) = 1.

Therefore, {xn} is a Cauchy sequence. This completes the proof.

4. Fixed Point Theorems

Theorem 4.1. Let (X,G∗,∆) be a complete Menger PGML-space with the t-norm ∆ of H-type and T :
X → X be a mapping. If there exists a function φ ∈ Φ such that

G∗Tx,Ty,Tz(φ(t)) ≥ G∗x,y,z(t) (4.1)

for all x, y, z ∈ X and t > 0, then, the mapping T has a unique fixed point in X.

Proof. Take x0 ∈ X arbitrarily and let xn = Tnx0 for each n ∈ N. By (4.1) we get

G∗xn,xn+1,xn+1
(φ(t)) = G∗Txn−1,Txn,Txn(φ(t))

≥ G∗xn−1,xn,xn(t)



Y. X. Lu, X. Y. Gong, X. M. Xu, J. Nonlinear Sci. Appl. 9 (2016), 4263–4276 4271

for all n ∈ N and t > 0. By Lemma 3.4 we conclude that {xn} is a Cauchy sequence. Hence there exists
x∗ ∈ X such that xn → x∗ as n→∞. For any t > 0, φ(t) < t since φ ∈ Φ. Hence by (PGML-4) and (4.1)
it follows that for all t > 0,

G∗Tx∗,x∗,x∗(t) ≥ ∆(G∗Tx∗,xn+1,xn+1
(t/2), G∗xn+1,x∗,x∗(t/2))

= ∆(G∗Tx∗,Txn,Txn(t/2), G∗xn+1,x∗,x∗(t/2))

≥ ∆(G∗Tx∗,Txn,Txn(φ(t/2)), G∗xn+1,x∗,x∗(t/2))

≥ ∆(G∗x∗,xn,xn(t/2), G∗xn+1,x∗,x∗(t/2))

→ 1, as n→∞.

Therefore, x∗ = Tx∗.
Finally we show the uniqueness of fixed point of T . Suppose that x′ is another fixed point of T . Let

λ ∈ (0, 1] and a = dλ(x∗, x′). Since φ ∈ Φ, for any given ε > 0, there exists t > a such that φ(a) + ε > φ(t).
From Lemma 3.1 (1) it follows that G∗x∗,x′,x′(t) > 1− λ. Further by (4.1) one has

G∗x∗,x′,x′(φ(t)) = G∗Tx∗,Tx′,Tx′(φ(t)) ≥ G∗x∗,x′,x′(t) > 1− λ,

which implies that dλ(x∗, x′) < φ(t) < φ(a) + ε. Since ε is arbitrary, a = dλ(x∗, x′) ≤ φ(a). Since φ ∈ Φ,
φ(a) < a if a > 0. Thus a = 0. That is, for any λ ∈ (0, 1], dλ(x∗, x′) = 0. By Lemma 3.1 (2) we have
x∗ = x′. This completes the proof.

Corollary 4.2. Let (X,F,∆) be a complete Menger probabilistic metric-like space with the t-norm ∆ of
H-type and T : X → X be a mapping. If there exists a function φ ∈ Φ such that

FTx,Ty(φ(t)) ≥ Fx,y(t) (4.2)

for all x, y, z ∈ X and t > 0, then, the mapping T has a unique fixed point in X.

Proof. Let G∗x,y,z(t) = min{Fx,y(t), Fx,z(t), Fy,z(t)} for all x, y, z ∈ X and t > 0, then (X,G∗,∆) is a Menger
PGML-space. Then from (4.2) we have

G∗Tx,Ty,Tz(φ(t)) = min{FTx,Ty(t), FTx,Tz(t), FTy,Tz(φ(t))}
≥ min{Fx,y(t), Fx,z(t), Fy,z(t)}
= G∗x,y,z(t)

for all x, y, z ∈ X and t > 0. By Theorem 4.1 we conclude that T has a unique fixed point in X. This
completes the proof.

By setting φ(t) = kt for all t > 0, where k ∈ (0, 1), we get the following corollary which extends Theorem
1.9 [23] from Menger PGM-space to PGML-space.

Corollary 4.3. Let (X,G∗,∆) be a complete Menger PGML-space with the t-norm ∆ of H-type and T :
X → X be a mapping. If there exists a constant k ∈ (0, 1) such that

G∗Tx,Ty,Tz(kt) ≥ G∗x,y,z(t)

for all x, y, z ∈ X and t > 0, then, the mapping T has a unique fixed point in X.

Next we give another fixed point theorem for ϕ-contraction in Menger PGML-space in which the gauge
function ϕ ∈ Φw∗ .

Lemma 4.4 ([12]). Let ϕ ∈ Φw∗. Then for each t > 0, there exists r ≥ t such that ϕ(r) < t.
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Lemma 4.5. Let (X,G∗,∆) be a Menger PGML-space with the t-norm ∆ of H-type and let {xn} be a
sequence in X. If there exists a function ϕ ∈ Φw∗ such that

G∗xn,xm,xm(ϕ(t)) ≥ G∗xn−1,xm−1,xm−1
(t) (4.3)

for all m,n ∈ N and t > 0, then {xn} is a Cauchy sequence.

Proof. Since ϕ ∈ Φw∗ , ϕ
n(t) > 0 for all n ∈ N and t > 0. We show that

lim
n→∞

G∗xn,xn+1,xn+1
(t) = 1, ∀t > 0. (4.4)

First, from (4.3) it follows that

G∗xn,xn+1,xn+1
(ϕn(t)) ≥ G∗x0,x−1,x1(t), for all n ∈ N and t > 0. (4.5)

On the other hand, since limt→∞G
∗
x0,x1,x1(t) = 1, for any ε ∈ (0, 1), there exists t0 > 0 such that

G∗x0,x1,x1(t0) > 1 − ε. For each t > 0, since ϕ ∈ Φw∗ , there exists t1 ≥ max{t, t0} and N ∈ N such
that ϕn(t1) < min{t0, t} for all n ≥ N . By the monotonicity of G∗x,y,z(·) and (4.5) we have

G∗xn,xn+1,xn+1
(t) ≥ G∗xn,xn+1,xn+1

(ϕn(t1))

≥ G∗x0,x1,x1(t1) ≥ G∗x0,x1,x1(t0)

> 1− ε.

It follows that (4.4) holds.
Assume that limn→∞G

∗
xn,xn+k,xn+k

(t) = 1 for some k ∈ N and all t > 0. Since ∆ is continuous, we have

G∗xn,xn+k,xn+k
(t) ≥ ∆

(
G∗xn,xn+k,xn+k

(t/2), G∗xn+k,xn+k+1,xn+k+1
(t/2)

)
→ ∆(1, 1) = 1, as n→∞.

By induction we conclude that

lim
n→∞

G∗xn,xn+k,xn+k
(t) = 1, ∀k ∈ N and t > 0.

Let t > 0. By Lemma 4.4 there exists r ≥ t such that ϕ(r) < t. Next we show by induction that

G∗xn,xn+k,xn+k
(t) ≥ ∆k

(
G∗xn,xn+1,xn+1

(t− ϕ(r))
)
, ∀k ∈ N. (4.6)

It is easy to see that (4.6) holds for k = 1. Assume that (4.6) holds for some k ∈ N. By (PGML-4) and
(4.3) we have

G∗xn,xn+k+1,xn+k+1
(t) ≥ ∆

(
G∗xn,xn+1,xn+1

(t− ϕ(r)), G∗xn+1,xn+k+1,xn+k+1
(ϕ(r))

)
≥ ∆

(
G∗xn,xn+1,xn+1

(t− ϕ(r)), G∗xn,xn+k,xn+k
(r)
)

≥ ∆
(
G∗xn,xn+1,xn+1

(t− ϕ(r)), G∗xn,xn+k,xn+k
(t)
)

≥ ∆
(
G∗xn,xn+1,xn+1

(t− ϕ(r)),∆k
(
G∗xn,xn+1,xn+1

(t− ϕ(r))
))

= ∆k+1
(
G∗xn,xn+1,xn+1

(t− ϕ(r))
)
.

It follows that (4.6) holds for k + 1. Thus (4.6) holds by induction.
For each t > 0, set an = infk∈NG

∗
xn,xn+k,xn+k

(t) for each n ∈ N. Since ϕ ∈ Φw∗ , Lemma 4.4 shows that
there exists r ≥ t such that ϕ(r) < t. By (4.3) we have

an = inf
k∈N

G∗xn,xn+k,xn+k
(t)
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≥ inf
k∈N

G∗xn,xn+k,xn+k
(ϕ(r))

≥ inf
k∈N

G∗xn−1,xn+k−1,xn+k−1
(r)

≥ inf
k∈N

G∗xn,xn+k−1,xn+k−1
(t)

= an−1, ∀n ∈ N,

which implies that {an} is non-decreasing. So there exists a ∈ [0, 1] such that an → a as n → ∞. Assume
that a < 1. For any given ε ∈ (0, 1), by the definition of an, there exists k0 = k0(ε, n) ∈ N such that

an > G∗xn,xn+k0
,xn+k0

(t)− ε/2. (4.7)

Note that limn→∞G
∗
xn,xn+1,xn+1

(t−ϕ(t0)) = 1 by (4.4). Therefore, there exists δ ∈ (0, 1) andN ∈ N such that

G∗xn,xn+1,xn+1
(t−ϕ(t0)) ∈ (1− δ, 1) for all n > N . Since ∆ is of H-type, ∆k(G∗xn,xn+1,xn+1

(t−ϕ(t0))) > 1− ε
for all n > N and all k ∈ N. Now, combining (4.6) with (4.7) we get

1 > a ≥ an > 1− ε

for all n ∈ N. Since ε is arbitrary, one has

1 > a ≥ an ≥ 1.

It is a contradiction. So a = 1, i.e, an → 1 as n → ∞. For any τ ∈ (0, 1), there exists N ∈ N such that
an > 1− τ for all n > N . By the definition of an, we have

G∗xn,xn+k,xn+k
(t) > 1− τ

for all n ∈ N with n > N and all k ∈ N. This follows that

lim
m,n→∞

G∗xn,xm,xm(t) = 1, ∀t > 0.

By (PGML-3) and (PGML-4) we have

G∗xn,xm,xl(t) ≥ ∆
(
G∗xn,xm,xm(t/2), G∗xm,xm,xl(t/2)

)
→ ∆(1, 1) = 1, ∀t > 0, as m,n, l→∞.

It follows that {xn} is a Cauchy sequence. This completes the proof.

The following fixed point theorem extends Theorem 1.10 of Alsulami et al. [1] from Menger PGM-space
to PGML-space and the class of functions from Φw to Φw∗ .

Theorem 4.6. Let (X,G∗,∆) be a complete Menger PGML-space with the t-norm ∆ of H-type and T :
X → X be a mapping. If there exists a function ϕ ∈ Φw∗ such that

G∗Tx,Ty,Tz(ϕ(t)) ≥ G∗x,y,z(t) (4.8)

for all x, y, z ∈ X and t > 0, then, the mapping T has a unique fixed point in X.

Proof. Take x0 ∈ X arbitrarily and let xn = Tnx0 for each n ∈ N. By (4.8) we have

G∗xn,xm,xm(ϕ(t))G∗Txn−1,Txm−1,Txm−1
(ϕ(t))

≥ G∗xn−1,xm−1,xm−1
(t)

for all m,n ∈ N and t > 0. By Lemma 4.5 we conclude that {xn} is a Cauchy sequence. Since X is complete,
there exists x∗ ∈ X such that xn → x∗ as n→∞. Finally, by a similar process with the proof of Theorem
4.1 we can show that x∗ is the unique fixed point of T . This completes the proof.
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By a similar method with the proof of Corollary 4.2, we get the following result which extends Theorem
1.4 of [12, Theorem 3.1] from Menger PM-space to PML-space.

Corollary 4.7. Let (X,F,∆) be a complete Menger probabilistic metric-like space with the t-norm ∆ of
H-type and T : X → X be a mapping. If there exists a function ϕ ∈ Φw∗ such that

FTx,Ty(ϕ(t)) ≥ Fx,y(t)

for all x, y,∈ X and t > 0, then, the mapping T has a unique fixed point in X.

Corollary 4.8. Let (X,G∗,∆) be a complete Menger PGML-space with the t-norm ∆ of H-type. Let
S1, S2 : X → X be two mappings satisfying

G∗S1x,S1y,S1z(ϕ(t)) ≥ G∗x,y,z(t) and G∗S2x,S2y,S2z(ϕ(t)) ≥ G∗x,y,z(t)

for all x, y, z ∈ X and t > 0, where ϕ ∈ Φw∗. If S1 commutes with S2, then S1 and S2 have a unique
common fixed point in X.

Proof. Let T = S1S2. Then (4.8) implies that T satisfies the condition (4.7). By Theorem 4.2 it follows
that T has a unique fixed point x∗ ∈ X. Since S1 commutes with S2, we have S1S2x

∗ = S2S1x
∗. Further

we have TS1x
∗ = S1S2S1x

∗ = S1Tx
∗ = S1x

∗, which shows that S1x
∗ is a fixed point of T . Hence x∗ = S1x

∗

since the fixed point of T is unique. Similarly, we have x∗ = S2x
∗. That is, x∗ is the unique fixed point of S1

and S2. Assume that x′ is another common fixed point of S1 and S2. Since S1 commutes with S2, we have
TS1x

′ = S1S2S1x
′ = S1S1S2x

′ = S1x
′, which shows that S1x

′ is the fixed point of T . Hence x′ = S1x
′ = x∗

since x∗ is the unique fixed point of T . Thus x∗ is the unique common fixed point of S1 and S2. This
completes the proof.

Finally, we give an example to illustrate Theorem 4.6 as follows.

Example 4.9. Let X = {2n+1 : n ∈ N} ∪ {0, 2} and define the mapping G∗ : X3 → D by G∗x, y, z(t) = 0
for all x, y, z ∈ X and all t ≤ 0, G0,0,0(t) = 1 for all t > 0, and

G∗x,y,z(t) =


1

2
, 0 < t ≤ max{x, y, z},

1, t > max{x, y, z}

for all x, y, z ∈ X. We show that (X,G∗,min) is a Menger PGML-space. It is easy to see that G∗

satisfies (PGML-1) and (PGML-3). Obviously, G∗x,x,y(t) = 1 if G∗x,y,z(t) = 1, i.e, t > max{x, y, z}. If
t ≤ max{x, y, z} and t > max{x, y}, then G∗x,x,y(t) > G∗x,y,z(t). If t ≤ max{x, y} and hence t ≤ max{x, y, z},
then G∗x,x,y(t) = G∗x,y,z(t). It follows that G∗ satisfies (PGML-2). Now we show that for all s, t > 0 and all
x, y, z, a ∈ X, the following holds:

G∗x,y,z(s+ t) ≥ min{G∗x,a,a(s), G∗a,y,z(t)}. (4.9)

If x = y = z = 0 or s + t > max{x, y, z}, then (4.9) holds. Assume that s + t ≤ max{x, y, z} and hence
G∗x,y,z(s + t) = 1

2 . Then s + t ≤ max{x, y, z, a}. It follows that s ≤ max{x, a} or t ≤ max{y, z, a}. Thus

we have G∗x,a,a(s) = 1
2 or G∗a,y,z(t) = 1

2 . Then (4.9) holds. Hence G∗ satisfies (PGML-4). It follows that
(X,G∗,min) is a Menger PGML-space. Moreover, (X,G∗,min) is complete and G∗x,y,z(t) is non-decreasing
in t > 0. But notice that (X,G∗,min) is not a Menger PGM-space.

Let ϕ(t) = t for t ∈ [0, 1] and ϕ(t) = t − 1 for t > 1. Then ϕ ∈ Φw∗ . Let T : X → X be a mapping
defined by T0 = T2 = 0, T2n+1 = 2n for each n ∈ N. We show that T satisfies

G∗Tx,Ty,Tz(ϕ(t)) ≥ G∗x,y,z(t), for all x, y, z ∈ X and t > 0. (4.10)

We discuss (4.10) by the following cases:
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(i) x, y, z ∈ {0, 2}, then G∗Tx,Ty,Tz(ϕ(t)) = G∗0,0,0(ϕ(t)) = 1. Thus (4.10) holds.

(ii) x, y ∈ {0, 2}, z = 2n+1, n ∈ N. ThenG∗Tx,Ty,Tz(ϕ(t)) = G∗0,0,2n(ϕ(t)). If ϕ(t) > 2n, thenG∗0,0,2n(ϕ(t)) =

1 and hence (4.10) holds. If ϕ(t) < 2n, then we have t < z = 2n+1 whenever ϕ(t) = t or t − 1. It
follows that G∗Tx,Ty,Tz(ϕ(t)) = 1

2 = G∗x,y,z(t). Thus (4.10) holds.

(iii) x = 2m+1, y = 2n+1, z = 2l+1, m, l, n ∈ N. Assume that l = max{m,n, l}. Obviously (4.9) holds if
ϕ(t) > 2l. Assume that ϕ(t) ≤ 2l. Then G∗Tx,Ty,Tz(ϕ(t)) = G∗

2m,2n,2l
(ϕ(t)) = 1

2 . Since ϕ(t) ≤ 2l, one

has t ≤ 2l+1 whenever ϕ(t) = t or t− 1. Thus G∗x,y,z(t) = 1
2 . It follows that (4.10) holds.

By the discussion above, we see that all conditions in Theorem 4.6 are satisfied. Hence by Theorem 4.6
we conclude that T has a unique fixed point in X. In fact, the unique fixed point of T is x∗ = 0. By the
proof of Theorem 4.6 we know that taking x0 = 2k+1 ∈ X (k ∈ N) arbitrarily, the sequence {xn} defined by
xn = Tnx0 (n ∈ N) converges to the unique fixed point of T . Obviously, xn = 0 for all n ≥ k + 1, which is
the unique fixed point of T .
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