
Available online at www.tjnsa.com
J. Nonlinear Sci. Appl. 9 (2016), 4909–4923

Research Article

The threshold behavior and periodic solution of
stochastic SIR epidemic model with saturated
incidence

Zhongwei Caoa, Wenjie Caob, Xiaojie Xuc, Qixing Hand,∗, Daqing Jiangc,e

aDepartment of Applied Mathematics, Jilin University of Finance and Economics, Changchun 130117, China.
bSchool of Mathematics and Statistics, Northeast Normal University, Changchun 130024, China.
cSchool of Science, China University of Petroleum (East China), Qingdao 266580, China.
dSchool of Mathematics, Changchun Normal University, Changchun 130032, China.
eNonlinear Analysis and Applied Mathematics (NAAM)-Research Group, Department of Mathematics, Faculty of Science, King
Abdulaziz University, Jeddah 21589, Saudi Arabia.

Communicated by K. Cieplinski

Abstract

We investigate degenerate stochastic SIR epidemic model with saturated incidence. For the constant
coefficients case, we achieve a threshold which determines the extinction and persistence of the epidemic
by utilizing Markov semigroup theory. Furthermore, we conclude that environmental white noise plays a
positive effect in the control of infectious disease in some sense comparing to the corresponding deterministic
system. For the stochastic non-autonomous system, we prove the existence of periodic solution. c©2016 All
rights reserved.
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1. Introduction

In recent years, mathematical modeling has been widely used to analyze the spread of infectious dis-
eases. The classical SIR epidemic model is our familiar model, and it has been studied in many literatures

∗Corresponding author
Email addresses: 15397191@qq.com (Zhongwei Cao), 335694758@qq.com (Wenjie Cao), 50764555@qq.com (Xiaojie Xu),

hanqixing123@163.com (Qixing Han), daqingjiang2010@hotmail.com (Daqing Jiang)

Received 2016-03-16



Z. Cao, W. Cao, X. Xu, Q. Han, D. Jiang, J. Nonlinear Sci. Appl. 9 (2016), 4909–4923 4910

([2],[9],[21],[28],[29]). The incidence of a disease is vital to guarantee whether the model gives a reasonable
qualitative description of the disease dynamics ([6],[12]). In most classical disease transmission models, the
incidence rate is assumed to be bilinear incidence rate βSI ([9],[28]). However, with the number of susceptible
individuals increasing, the number of susceptible individuals with every infective contacts within a certain
time are limited, it is likely to be unreasonable to consider the bilinear incidence rate. Capasso et al. ([7])
used a saturated incidence rate to prevent the unboundedness of contact rate. Liu et al. ([18],[19]) used
a non-linear incidence rate to discuss the effect of behavioral changes in epidemic models. Compared with
bilinear incidence, saturation incidence may be more appropriate for many cases ([25],[29]).

The classic autonomous SIR epidemic model takes the form

dSt
dt

= Λ− βStIt
1 + αIt

− µSt,

dIt
dt

=
βStIt

1 + αIt
− (µ+ ε+ γ)It,

dRt
dt

= γIt − µRt,

(1.1)

where St and It represent the number of susceptible individuals and infected individuals at time t, respec-
tively, Λ is the influx of individuals into the susceptibles, β and ε are the disease transmission coefficient
and the disease related death rate, respectively, Rt represents the number of removed individuals with per-
manently immunity at time t and the recovery rate is given by γ, µ is the natural death rate, which is
assumed to be equal for every group. The parameters in (1.1) are considered as positive constants. The
basic reproduction number R0 = βΛ

µ(µ+ε+γ) is the threshold of the system (1.1) for an epidemic to occur.
As various stochastic disturbances appear in real life, the deterministic dynamics system can be altered

by them. Here we show some beautiful results about stochastic version of system (1.1). Liu et al. [20] have
studied the asymptotic behavior of globally positive solution for SIR epidemic

dSt =

(
Λ− βStIt

1 + αIt
− µSt

)
dt+ σ1StdB1(t),

dIt =

(
βStIt

1 + αIt
− (µ+ ε+ γ)It

)
dt+ σ2ItdB2(t),

dRt = γIt − µRt + σ3RtdB3(t),

(1.2)

where Bi, i = 1, 2, 3 are independent standard Brownian motions. Besides, Yang et al. [29] utilized stochastic
Lyapunov functions to show that under some conditions, the solution of system (1.2) has the ergodic property
as R0 > 1, while exponential stability as R0 ≤ 1.

In this paper, we suppose that the random perturbation for three populations is related, which means
the system is influenced by the same factor, such as other epidemic disease weather and so on. Then the
corresponding stochastic system becomes

dSt =

(
Λ− βStIt

1 + αIt
− µSt

)
dt+ σ1StdBt,

dIt =

(
βStIt

1 + αIt
− (µ+ ε+ γ)It

)
dt+ σ2ItdBt,

dRt = γIt − µRt + σ3RtdBt.

(1.3)

As the population R has no influence on the disease transmission dynamics, we can leave it out and only
consider 

dSt =

(
Λ− βStIt

1 + αIt
− µSt

)
dt+ σ1StdBt,

dIt =

(
βStIt

1 + αIt
− (µ+ ε+ γ)It

)
dt+ σ2ItdBt.

(1.4)



Z. Cao, W. Cao, X. Xu, Q. Han, D. Jiang, J. Nonlinear Sci. Appl. 9 (2016), 4909–4923 4911

Throughout this article, we suppose σi > 0, i = 1, 2, 3. Note that the existence of positive solution of
system (1.3) can be obtain by [20], because the independence of B1 and B2 plays an unimportant role in
the proof. However, the idea in [9],[10],[29] to acquire the asymptotic behavior of system (1.2) is unavailable
for system (1.4) because the Fokker−Planck equation corresponding to system (1.4) is of degenerate type.
In this paper, one of our aims is to study the stationary distribution of system (1.4) by applying Markov
semigroup theory ([13],[14],[16],[17],[23],[24]) which is different from the idea in [8] and [30].

However, perturbations that biological populations suffer often appear periodic phenomena, such as
seasonal effect, individual lifecycle and so on. In order to better description of ecological systems, it is vital
to research on the periodic solution of stochastic non-autonomous system. Literatures [4],[15],[27] recently
have done study on the periodic solution of SIR epidemic model with bilinear incidence, besides Lin et al. [9]
obtained the threshold for the epidemic to occur. Inspired by these work, we discuss the stochastic periodic
system 

dSt =

[
Λ(t)− β(t)S(t)I(t)

1 + α(t)I(t)
− µ(t)S(t)

]
dt+ σ1(t)S(t)dB(t),

dIt =

[
β(t)S(t)I(t)

1 + α(t)I(t)
− (µ(t) + ε(t) + γ(t))I(t)

]
dt+ σ2(t)I(t)dB(t).

(1.5)

Here we assume that the coefficients Λ(t), β(t), α(t), µ(t), ε(t), γ(t), σ1(t), and σ2(t) are positive ω-periodic
continuous functions and ω is a positive constant. We will prove that the ω-periodic solution of system (1.5)
exists by applying periodic theory in [11].

The rest of this article is organized as follows. In Section 2, we present the asymptotic stability of
system (2.1) and the condition of the disease extinct. Furthermore, we obtain the threshold of the epidemic
to occur. In Section 3, we prove the existence of ω-periodic solution of system (1.5). In Section 4, we give
a brief analysis and the interesting work which will be done in the future. In Appendix we present some
auxiliary results about Markov semigroup theory. For convenience we let

f̌ = sup
t∈[0,∞)

f(t), f̂ = inf
t∈[0,∞)

f(t), 〈f〉t =
1

t

∫ t

0
f(s)ds,

where f is a continuous bounded function on [0,+∞).

2. Threshold behavior of system (1.4)

By using the same method in [20], we know that system (1.4) has a unique global positive solution.
Substitute u = lnS, v = ln I in system (1.4), then we gain

dut =

(
Λe−u − βev

1 + αev
− µ− σ2

1

2

)
dt+ σ1dB(t),

dvt =

[
βev

1 + αev
− (µ+ ε+ γ)− σ2

2

2

]
dt+ σ2dB(t),

(2.1)

and the positive constants c1 = µ+
σ2
1
2 , c2 = µ+ ε+ γ +

σ2
2
2 . In this section, we mainly study the threshold

behavior of system (1.4), because of the equivalence between system (1.4) and (2.1), it is enough to focus
on (2.1).

2.1. Asymptotic stability

Let X = R2, Σ be the σ-algebra of Borel subsets of X, and m be the Lebesgue measure on (X,Σ).
P(t, x, y, A) is noted as the transition probability function for the diffusion process (ut, vt), that is,

P(t, x, y, A) = Prob((ut, vt) ∈ A),
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(ut, vt) is a solution of (2.1) with the initial condition (u0, v0) = (x, y).
Furthermore, we know that for each (x, y) ∈ R2 and t > 0, the distribution of (ut, vt) is absolutely

continuous with respect to the Lebesgue measure with the density U(t, x, y), then U(t, x, y) satisfies the
Fokker-Planck equation:

∂U

∂t
=

1

2
σ2

1

∂2U

∂x2
+ σ1σ2

∂2U

∂x∂y
+

1

2
σ2

2

∂2U

∂y2
− ∂(f1(x, y)U)

∂x
− ∂(f2(x, y)U)

∂y
, (2.2)

where f1(x, y) = −c1 + Λe−x − βey

1+αey and f2(x, y) = −c2 + βex

1+αey .

Theorem 2.1. Assume that (ut, vt) is a solution of system (2.1). The distribution of (ut, vt) has a density

U(t, x, y) for every t > 0. Furthermore, if βΛ
µ − (µ+ ε+ γ)− σ2

2
2 > 0, there exists a unique density U∗(x, y)

of system (2.2) satisfying

lim
t→∞

∫∫
R2

|U(t, x, y)− U∗(x, y)|dxdy = 0.

Remark 2.2. In Theorem 2.1, we have:

(1) If σ2 < σ1 or σ2
σ1
c1 − c2 + σ2

σ1
β
α > 0, then

supp u∗ = E = R2,

where supp u∗ is defined as follows:

supp u∗ =
{

(x, y) ∈ R2 : u∗(x, y) 6= 0
}
.

(2) If σ2 ≥ σ1 and σ2
σ1
c1 − c2 + σ2

σ1
β
α ≤ 0, then

supp u∗ = E(M0) =

{
(x, y) : y <

σ2

σ1
x+M0

}
, (2.3)

whereM0 is the smallest number such that f(x, y)(σ2,−σ1) ≥ 0 for all (x, y) /∈ E(M0), and f = (f1, f2).

Before proving Theorem 2.1, we firstly present a Markov semigroup related to (2.2). Let P (t)V (x, y) =
U(t, x, y) for any V (x, y) ∈ D. The definition of D is as follows:

D = {f ∈ L1 : f ≥ 0, ‖f‖ = 1}. (2.4)

Since P (t) is a contract on D, it can be extended to a contraction on L1(X,Σ,m). So the operators {P (t)}t≥0

form a Markov semigroup. Let A be the infinitesimal generator of the semigroup {P (t)}t≥0 , that is,

A V =
1

2
σ2

1

∂2V

∂x2
+ σ1σ2

∂2V

∂x∂y
+

1

2
σ2

2

∂2V

∂y2
− ∂(f1V )

∂x
− ∂(f2V )

∂y
.

The adjoint operator of A has the following form

A ∗V =
1

2
σ2

1

∂2V

∂x2
+ σ1σ2

∂2V

∂x∂y
+

1

2
σ2

2

∂2V

∂y2
+ f1

∂V

∂x
+ f2

∂V

∂y
. (2.5)

We divide the proof of Theorem 2.1 into five lemmas.

Lemma 2.3. The semigroup {P (t)}t≥0 is an integral Markov semigroup and the transition function of the
process (ut, vt) has a continuous density k(t, x, y;x0, y0).
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Proof. We will use Hörmander condition [5] to prove this result. If a(x) and b(x) are vector fields on R2,
then the Lie bracket [a, b] is a vector field given by

[a, b]j(x) =

d∑
k=1

(
ak
∂bj
∂xk

(x)− bk
∂aj
∂xk

(x)

)
, j = 1, 2, . . . , d.

For the sake of simplicity, we use the following marks:

b1 := [a, b], b2 = [[a, b], b] = [b1, b], . . . , bn = [bn−1, b], . . . .

Let a(u, v) =
(
− c1 + Λe−u − βev

1+αev ,−c2 + βeu

1+αev

)T
, b(u, v) = (σ1, σ2)T . Assume p(x) = 1

1+αex , then

a(u, v) =
(
− c1 + Λe−u − βevp(v),−c2 + βeup(v)

)T
. Then, we have,

[a, b] =
(
σ1Λe−u + σ2βe

v(p(v) + p′(v)),−βeu(σ1p(v) + σ2p
′(v))

)T
.

Suppose A(x) = exp(x), B(x) = e
σ1
σ2
x
p(x), then

b1 = [a, b] =
(
σ1Λe−u + βσ2A

(1)(v),−βeu−
σ1
σ2
v
σ2B

(1)(v)
)T

;

b2 = [[a, b], b] = (σ2
1Λe−u − βσ2

2A
(2)(v), βe

u−σ1
σ2
v
σ2

2B
(2)(v))T ;

b3 = [[[a, b], b], b] =
(
σ3

1Λe−u + βσ3
2A

(3)(v),−βeu−
σ1
σ2
v
σ3

2B
(3)(v)

)T
;

and so on. We summarize bn by using the induction method

bn =
(
σn1 Λe−u + (−1)n−1βσn2A

(n)(v), βe
u−σ1

σ2
v
(−1)nσn2B

(n)(v)
)T
, n = 1, 2, .... (2.6)

At present, we show that vector b(u, v), b1(u, v), b2(u, v), b3(u, v), ... span the space R2 for every (u, v) ∈
R2 by reduction to absurdity. By the contrary, if this result is not true, then for every (u, v) ∈ R2,∣∣ b bn

∣∣ =

∣∣∣∣∣ σ1 σn1 Λe−u + (−1)n−1βσn2A
(n)(v)

σ2 βe
u−σ1

σ2
v
(−1)nσn2B

(n)(v)

∣∣∣∣∣ = 0, n = 1, 2, ....

That is,

σ2σ
n
1 Λe−u + σ2(−1)nβσn2A

(n)(v)− σ1βe
u−σ1

σ2
v
(−1)nσn2B

(n)(v) = 0, n = 1, 2, ....

Therefore, we have

βA(n)(v) +
σ1

σ2
βe

u−σ1
σ2
v
B(n)(v) =

σ1

σ2

n
(−1)nΛe−u, n = 1, 2, ....

Since functions A(x) and B(x) are analytic in the field K =
{
x ∈ C : ‖ex‖ < 1

α

}
, by Taylor expansion in

the region K, we get

A(x) =

∞∑
n=0

A(n)(v)(x− v)n

n!
and B(x) =

∞∑
n=0

B(n)(v)(x− v)n

n!
.

Thus

βA(x) +
σ1

σ2
βe

u−σ1
σ2
v
B(x)

= β

∞∑
n=0

A(n)(v)(x− v)n

n!
+
σ1

σ2
βe

u−σ1
σ2
v
∞∑
n=0

B(n)(v)(x− v)n

n!

= βA(v) +
σ1

σ2
βe

u−σ1
σ2
v
B(v) +

∞∑
n=1

(x− v)n

n!

[
βA(n)(v) +

σ1

σ2
βe

u−σ1
σ2
v
B(n)(v)

]

= βA(v) +
σ1

σ2
βe

u−σ1
σ2
v
B(v) +

∞∑
n=1

(x− v)n

n!

(
σ1

σ2

)n
(−1)nΛe−u

= βA(v) +
σ1

σ2
βe

u−σ1
σ2
v
B(v) + Λe−u

[
− 1 + e

σ1
σ2

(x−v)
]
.

(2.7)
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Particularly, first letting x → −∞, we obtain 0 = βA(v) + σ1
σ2
βeu/(1 + αev) − Λe−u from (2.7). Then

letting v → −∞, we get 0 = βeu − Λe−u, when u → −∞, the right close to positive infinity, which
contradicts to the hypothesis. Thus, our claim holds. That is to say, for every (u, v) ∈ R2, vector
b(u, v), b1(u, v), b2(u, v), b3(u, v), ... span the space R2. So the transition probability function P(t, x0, y0, A)
has a density k(t, x, y;x0, y0) and k ∈ C∞

(
(0,∞)× R2 × R2

)
by Hörmander Theorem [5].

As the transition probability function P(t, x0, y0, A) has a density k(t, x, y;x0, y0), thus for every f ∈ D,
we have

P (t)f(x, y) =

∫∫
R2

k(t, x, y;u, v)f(u, v)dudv

and the semigroup {P (t)}t≥0 is an integral Markov semigroup.

In the proof of Lemma 2.5, we will apply support theorems [1, 3, 26]. Now we briefly represent the
method based on it. These thesis will enable us to attest the continuous density k is positive. Fix a point
(x0, y0) ∈ R2 and a function φ ∈ L2([0, T ];R), consider the following system of integral equations:

xφ(t) = x0 +

∫ t

0
[f1(xφ(s), yφ(s)) + σ1φ]ds, (2.8)

yφ(t) = y0 +

∫ t

0
[f2(xφ(s), yφ(s)) + σ2φ]ds, (2.9)

where f1(x, y) = −c1 + Λe−x − βey

1+αey , and f2(x, y) = −c2 + βex

1+αey .

Remark 2.4 ([24]). If there exists some φ ∈ L2([0, T ];R) such that the derivative Dx0,y0;φ has rank 2, then
k(T, x, y;x0, y0) > 0 for x = xφ(T ) and y = yφ(T ). Here Dx0,y0;φ is the Frechét derivative of the function

h 7→ xφ+h(T ) =

[
xφ+h

yφ+h

]
from L2([0, T ];R) to R2, and the derivative Dx0,y0;φ can be obtained by means

of the perturbation method for ordinary differential equations. That is to say, let Γ(t) = f ′(xφ(t), yφ(t)),

where f ′ is the Jacobians of f =

[
f1(x, y)
f2(x, y)

]
. Let Q(t, t0) for T ≥ t ≥ t0 ≥ 0, be a matrix function such

that Q(t0, t0) = I, ∂Q(t, t0)/∂t = Γ(t)Q(t, t0) and v =

[
σ1

σ2

]
. Then we obtain

Dx0,y0;φh =

∫ T

0
Q(T, s)vh(s)ds.

Lemma 2.5. Let E = R2 while σ2 < σ1 or σ2
σ1
c1 − c2 + σ2

σ1
β
α > 0; and E = E(M0) while σ2 ≥ σ1

and σ2
σ1
c1 − c2 + σ2

σ1
β
α ≤ 0. Then for each (x0, y0) ∈ E and (x, y) ∈ E, there exists T > 0 such that

k(T, x, y;x0, y0) > 0.

Proof. Since we consider a continuous control function φ, the system (2.8), (2.9) can be replaced by the
following system of differential equations:

x′φ = f1(xφ, yφ) + σ1φ, (2.10)

y′φ = f2(xφ, yφ) + σ2φ. (2.11)

First, we show that the rank of Dx0,y0;φ is 2 for almost every (x, y) ∈ R2. Let δ ∈ (0, T ) and h(t) =
1[T−δ,T ], t ∈ [0, T ], where 1[T−δ,T ] is the characteristic function of interval [T − δ, T ]. By Taylor expansion
we acquire Q(T, s) = I + Γ(T )(T − s) + o(T − s), and

Dx0,y0;φh = δv +
1

2
δ2Γ(T )v + o(δ2), v =

[
σ1

σ2

]
,
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Γ(T )v =

[
−Λe−x − βey

1+αey + αβe2y

(1+αey)2

βex

1+αey − αβex+y

(1+αey)2

] [
σ1

σ2

]

=

[
−σ1Λe−x − σ2βey

1+αey + σ2αβe2y

(1+αey)2

σ1βex

1+αey −
σ2αβe2y

(1+αey)2

]
.

So ∣∣ Γ(T )v v
∣∣ = e−x

[
− σ1σ2Λ + ex

(
σ2

2αβe
y

(1 + αey)2
− σ2

2βe
y

1 + αey

)
+ e2x

(
σ1σ2αβe

y

(1 + αey)2
− σ2

1β)

1 + αey

)]
.

Denote

S1 =

{
(x, y) ∈ R2 : −σ1σ2Λ + ex

(
σ2

2αβe
y

(1 + αey)2
− σ2

2βe
y

1 + αey

)
+ e2x

(
σ1σ2αβe

y

(1 + αey)2
− σ2

1β)

1 + αey

)
= 0

}
,

then the Lebesgue measure of set S1 is zero. Hence, v and Γ(T )v are linearly independent for any (x, y) ∈
R2 \ S1. Thus Dx0,y0;φ has rank 2 for almost every (x, y) ∈ R2.

Then, we show that there exist a control function φ ∈ L2([0, T ],R) and T > 0 such that xφ(0) = x0,
yφ(0) = y0, xφ(T ) = x, yφ(T ) = y for any two points (x0, y0) ∈ E and (x, y) ∈ E. We substitute
zφ = yφ − σ2

σ1
xφ. Then (2.10) and (2.11) become

x′φ = g1(xφ, zφ) + σ1φ, (2.12)

z′φ = g2(xφ, zφ), (2.13)

where

g1(x, z) = −c1 + Λe−x − βe
z+

σ2
σ1
x

1 + αe
z+

σ2
σ1
x
,

g2(x, z) =
σ2

σ1
c1 − c2 +

βex

1 + αe
z+

σ2
σ1
x
− σ2

σ1
Λe−x +

σ2
σ1
βe

z+
σ2
σ1
x

1 + αe
z+

σ2
σ1
x
.

We divide the rest of the proof into six steps.

Step 1: For any fixed z0, z1 ∈ R, if z1 < z0, we have g2(x, z)→ −∞, x→ −∞, then there exist x0 ∈ R such
that g2(x0, z) ≤ −c2/2. Therefore, there exist x0 ∈ R, φ and T > 0, such that zφ(0) = z0, zφ(T ) = z1, xφ =
x0.

Step 2: Assume that σ2 < σ1, then for any fixed z0 ∈ R, z1 ∈ R, if z0 < z1, we get g2(x, z)→ +∞, x→ +∞,
then there exist x0 ∈ R such that g2(x0, z) ≥ δ0/2, where δ0 is a positive constant. Therefore, there exist
x0 ∈ R, φ and T > 0, such that zφ(0) = z0, zφ(T ) = z1, xφ = x0.

Step 3: Assume that σ2 ≥ σ1 and σ2
σ1
c1 − c2 + σ2

σ1
β
α > 0, then for every z0 ∈ R, z1 ∈ R, and z0 < z1, there

exists x0 ∈ R such that g2(x0, z) ≥ δ1 for z ∈ [z1, z0], where δ1 is a positive constant. Then we find a control
function φ such that xφ = x0, zφ(0) = z0, zφ(T ) = z1 for some T > 0.

Step 4: Consider the case σ2 ≥ σ1 and σ2
σ1
c1 − c2 + σ2

σ1
β
α ≤ 0. Then

g2(x, z) =
1

1 + αe
z+

σ2
σ1
x

[
σ2

σ1
c1 − c2 + βex − σ2

σ1
Λe−x

+

(
α(
σ2

σ1
c1 − c2) +

σ2

σ1
β

)
e
z+

σ2
σ1
x − σ2

σ1
Λαe

z+(
σ2
σ1
−1)x

]

=
−
(
α(σ2σ1 c1 − c2) + σ2

σ1
β
)
e
σ2
σ1
x

+ σ2
σ1

Λαe
z+(

σ2
σ1
−1)x

1 + αe
z+

σ2
σ1
x
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×
[
− e−z +

βex − σ2
σ1

Λe−x + σ2
σ1
c1 − c2

−
(
α(σ2σ1 c1 − c2) + σ2

σ1
β
)
e
σ2
σ1
x

+ σ2
σ1

Λαe
z+(

σ2
σ1
−1)x

]
.

Let

W (x) =
βex − σ2

σ1
Λe−x + σ2

σ1
c1 − c2

−(α(σ2σ1 c1 − c2) + σ2
σ1
β)e

σ2
σ1
x

+ σ2
σ1

Λαe
z+(

σ2
σ1
−1)x

and eM0 = supx∈RW (x). Then for every ε > 0 there exists a δ2 > 0 having the following property. If
z0 < z1 ≤ M0 − ε for every z ∈ [z0, z1], then there exists x∗ such that g2(x∗, z) ≥ δ2, where x∗ satisfies
g2(x∗,M0) = 0. Then we also find a control function φ such that xφ = x0, zφ(0) = z0, zφ(T ) = z1 for some
T > 0.

Step 5 ([13]): Fix x0 ∈ R, L > 0, A0, A1 > A0 and ε > 0 such that ε < L/4 and ε < (A1 −A0)/4. Let

M = max {|g1(x, z)|+ |g2(x, z)| : x ∈ [x0, x0 + L]; z ∈ [A0, A1]}

and t0 = εM−1, φ ≡ 3σ−1
1 ε−1ML/4. Thus for every z0 ∈ [A0 + ε, A1 − ε], the solution of system (2.12),

(2.13) with initial condition xφ(0) = x0 and zφ(0) = z0 has the following properties:

zφ(t) ∈ [z0 − ε, z0 + ε], for t ≤ t0 and xφ(t0) ∈ (x0 + L/2, x0 + L).

From the procedure above we conclude that for (x1, z1) ∈ (x0, x0 + L/2) × [A0 + 2ε, A1 − 2ε] there exist
z0 ∈ [z1 − ε, z1 + ε] and T ∈ [0, t0] such that xφ(T ) = x1 and zφ(T ) = z1. We can use the similar proof as
x1 ∈ (x0 − L/2, x0].

Step 6: Let E = R2 when σ2 < σ1 or σ2
σ1
c1−c2 + σ2

σ1
β
α > 0 ; E = E(M0) when σ2 ≥ σ1 and σ2

σ1
c1−c2 + σ2

σ1
β
α ≤ 0.

Then from Step 1-5 we obtain that for any (x0, z0) ∈ E and (x1, z1) ∈ E there exist a control function φ
and T > 0 such that xφ(0) = x0, zφ(0) = z0, xφ(T ) = x1 and zφ(T ) = z1. If this is the case, it follows
that for any two points (x0, y0) ∈ E and (x, y) ∈ E there exist a control function φ and T > 0 such that
xφ(0) = x0, yφ(0) = y0, xφ(T ) = x, and yφ(T ) = y. So k(T, x, y;x0, y0) > 0 if (x, y) ∈ R2 \ S1.

Lemma 2.6. Assume that σ2 ≥ σ1 and σ2
σ1
c1 − c2 + σ2

σ1
β
α ≤ 0 and let E = E(M0). Then for every density f

we have that

lim
t→∞

∫∫
E
P (t)f(x, y)dxdy = 1.

Proof. The proof is similar to that of Lemma 3 in [23], so we omit it.

Lemma 2.7. If βΛ
µ − (µ+ ε+ γ)− σ2

2
2 > 0 , then the semigroup {P (t)}t≥0 is asymptotically stable.

Proof. We will construct a nonnegative C2-function V and a closed set U ∈ Σ (which lies entirely in E)
such that

sup
(u,v)∈E\U

A ∗V (u, v) < 0,

where A ∗ is defined in (2.5). Such a function V is called Khasminski function [22]. Consider the function

H(u, v) = −u+M

[
− v − β

µ
(eu + ev)

]
+ (eu + ev + 1)θ+1, (u, v) ∈ E.

It is not hard to achieve that when (u, v) equals to (u0, u0 + lnM), H(u, v) gets its minimum value, and
H(u, v) > H(u0, u0 + lnM) for any (u, v) 6= (u0, u0 + lnM). We define a nonnegative C2 -function V of the
following form:

V (u, v) = −u+M

[
− v − β

µ
(eu + ev)

]
+ (eu + ev + 1)θ+1 −H(u0, u0 + lnM), (u, v) ∈ E,
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where θ ∈ (0, 1) and M > 0 such that µ− (σ1∨σ2)2

2 θ > 0 and −λM + (M2 ∨ 0) = −2, here

M2 = sup
(u,v)∈R2

[
β

α
+ µ+

σ2
1

2
+ (Λ + µ)(θ + 1)(eu + ev + 1)θ

− θ + 1

2

(
µ− (σ1 ∨ σ2)2

2
θ

)
(eu + ev + 1)θ+1

]
.

Denote V1 := −u, V2 := M

[
−v− β

µ(eu+ev)

]
, V3 := (eu+ev+1)θ+1, then A ∗V = A ∗V1 +A ∗V2 +A ∗V3.

It is easy to calculate that

A ∗V1 = −Λe−u +
βev

1 + αev
+ µ+

σ2
1

2
,

A ∗V2 = M

[
−
(
βΛ

µ
− (µ+ ε+ γ)− σ2

2

2

)
+
αβeu+v

1 + αev
+
β(µ+ ε+ γ)

µ
ev
]

and

A ∗V3 = (θ + 1)(eu + ev + 1)θ
(
Λ− µeu − (µ+ ε+ γ)ev

)
+
θ(θ + 1)

2
(eu + ev + 1)θ−1(σ1e

u + σ2e
v)2

≤ (Λ + µ)(θ + 1)(eu + ev + 1)θ − (θ + 1)

(
µ− (σ1 ∨ σ2)2

2
θ

)
(eu + ev + 1)θ+1.

Define a closed set

Uε(u, v) =

{
(u, v) ∈ R2 : eu ≥ ε, ev ≥ ε, eu + ev ≤ 1

ε

}
,

where ε > 0 is a sufficiently small number satisfying the following conditions:

Mβ(µ+ ε+ γ)

µ
ε < 1,

Mβαε− θ + 1

2
(µ− (σ1 ∨ σ2)2

2
θ) < 0, (2.14)

−Λ

ε
+
β

α
+ µ+

σ2
1

2
+M1 < −1, (2.15)

θ + 1

2
(µ− (σ1 ∨ σ2)2

2
θ)

1

εθ+1
+M3 < −1, (2.16)

where M1, M3 are constants which can be found from Case 1 and Case 3 below. Let λ = βΛ
µ −(µ+ε+γ)− σ2

2
2 ,

and

D1
ε =

{
(u, v) ∈ R2 : 0 < eu < ε

}
,

D2
ε =

{
(u, v) ∈ R2 : 0 < ev < ε

}
,

D3
ε =

{
(u, v) ∈ R2 : eu + ev >

1

ε

}
.

Then E \ Uε = D1
ε

⋃
D2
ε

⋃
D3
ε . So we consider A ∗V in three regions respectively as follows:
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Case 1: When (u, v) ∈ D1
ε , we have A ∗V1 < −Λ

ε + β
α + µ+

σ2
1
2 , and

A ∗V2 + A ∗V3 < M
[
βeu +

β(µ+ ε+ γ)

µ
ev
]

+ (Λ + µ)(θ + 1)(eu + ev + 1)θ

− (θ + 1)
(
µ− (σ1 ∨ σ2)2

2
θ
)
(eu + ev + 1)θ+1

≤M1,

where

M1 = sup
(u,v)∈R2

[
M [βeu +

β(µ+ ε+ γ)

µ
ev
]

+ (Λ + µ)(θ + 1)(eu + ev + 1)θ

− (θ + 1)
(
µ− (σ1 ∨ σ2)2

2
θ
)
(eu + ev + 1)θ+1].

In view of (2.16), we get A ∗V < −1 on D1
ε .

Case 2: On D2
ε , A ∗V1 <

β
α + µ+

σ2
1
2 , A ∗V2 < −λM + Mβ(µ+ε+γ)

µ ε+Mβαε, and

A ∗V3 < (Λ + µ)(θ + 1)(eu + ev + 1)θ − θ + 1

2

(
µ− (σ1 ∨ σ2)2

2
θ
)
(eu + ev + 1)θ+1 − θ + 1

2

(
µ− (σ1 ∨ σ2)2

2
θ
)
.

According to (2.14) and (2.15), it follows that

A ∗V ≤ −λM + (M2 ∨ 0) +
Mβ(µ+ ε+ γ)

µ
ε+Mβαε− θ + 1

2

(
µ− (σ1 ∨ σ2)2

2
θ
)
< −1

on D2
ε .

Case 3: For any (u, v) ∈ D3
ε , we have A ∗V1 <

β
α + µ+

σ2
1
2 , A ∗V2 <

Mβ(µ+ε+γ)
µ ev +Mβeu, and

A ∗V3 < (Λ + µ)(θ + 1)(eu + ev + 1)θ − θ + 1

2

(
µ− (σ1 ∨ σ2)2

2
θ
)
(eu + ev + 1)θ+1

− θ + 1

2
(µ− (σ1 ∨ σ2)2

2
θ)

1

εθ+1
.

Denote

M3 = sup
(u,v)∈R2

[
β

α
+ µ+

σ2
1

2
+
Mβ(µ+ ε+ γ)

µ
ev +Mβeu + (Λ + µ)(θ + 1)(eu + ev + 1)θ

− θ + 1

2

(
µ− (σ1 ∨ σ2)2

2
θ
)
(eu + ev + 1)θ+1].

From (2.16), we have A ∗V ≤ − θ+1
2 (µ− (σ1∨σ2)2

2 θ) 1
εθ+1 +M3 < −1 on D3

ε . Summarizing the results above,
we get

sup
(u,v)∈E\Uε

A ∗V (u, v) < −1.

So the semigroup is not sweeping from the set Uε by the theory in [22]. According to Lemma 5.3 in Appendix
A, the semigroup {P (t)}t≥0 is asymptotically stable.

2.2. Extinction

Theorem 2.8. If βΛ
µ − (µ + ε + γ) − σ2

2
2 < 0, then limt→∞ v(t) = −∞ a.e. and the distribution of u(t)

converges weakly to the measure which has the density

f∗(x) = Cexp(2[−c1x− Λe−x]/σ2
1),

where C = [(2Λ/σ2
1)−2c1/σ2

1Γ(2c1/σ
2
1)]−1.

Remark 2.9. The proof of Theorem 2.8 is almost the same to the proof of Lemma 3.5 in [13] by using ergodic
theorem and comparison theorem. The reader may refer to [13] for details.
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3. Existence of the positive periodic solution of system (1.5)

3.1. Existence and uniqueness of the global positive solution

Theorem 3.1. For any given initial value (S0, I0) ∈ R2
+, there is a unique solution (S(t), I(t)) to (1.5) and

the solution will remain in R2
+ with probability 1.

In the proof of the existence and uniqueness of the positive solution in [29], the independence of Bi, i =
1, 2, 3 is not essential, and the procedure is standard, so we omit the proof here.

3.2. Existence of ω-periodic solution

In this section, on account of the biological significance of the model, we will discuss the existence of
ω-periodic solution of system (1.5) in R2

+. In the first place, we present some useful definitions and lemmas
about the existence of periodic Markov process.

Definition 3.2 ([11]). An stochastic process ξ(t) = ξ(t, ω)(−∞ < t < +∞) is said to be periodic with
period θ if for every finite sequence of numbers t1, t2, ..., tn the joint distribution of random variables ξ(t1 +
h), ..., ξ(tn + h) is independent of h, where h = kθ (k = ±1,±2, ...).

Remark 3.3. Khasminskii [11] shows that a Markov process z(t) is θ-periodic if and only if its transition
probability function is θ-periodic and the function P0(t, A) = P{z(t) ∈ A} satisfies the equation

P0(s,A) =

∫
Rl

P0(s, dz)P (s, z, s+ θ,A) ≡ P0(s+ θ,A),

where A ∈ B and B is σ-algebra consisting of all Borel measurable sets.

Consider the following equation

X(t) = X(t0) +

∫ t

t0

b(s,X(s))ds+

k∑
r=1

∫ t

t0

σr(s,X(s))dξr(s). (3.1)

Lemma 3.4 ([11]). Suppose that the coefficients of (3.1) are continuous and θ-periodic in t and satisfy the
conditions below (here B is a constant):

|b(s, z)− b(s, z̄)|+
k∑
r=1

|σr(s, z)− σr(s, z̄)| ≤ |z − z̄|, |b(s, z)|+
k∑
r=1

|σr(s, z)| ≤ B(1 + |z|)

in every cylinder I × U , where U is an open set. Suppose further that there exists a function V (t, z) ∈ C2

in Rl which is θ-periodic in t and satisfies the following conditions:

inf
|z|>R

V (t, z)→∞ as R→∞, (3.2)

LV (t, z) ≤ −1 outside of some compact set, (3.3)

where the differential operator L is defined by

L =
∂

∂t
+

l∑
k=1

fk(z, t)
∂

∂zk
+

1

2

l∑
k,j=1

k∑
r=1

σkr (t, z)σjr(t, z)
∂2

∂zkzj
.

Then there exists a solution of (3.1) which is a θ-periodic Markov process.
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Remark 3.5. Assume ψ(t) is the unique positive ω-periodic solution of equation ψ′(t) = µ(t)ψ(t) − β(t), it
follows from [15] that

ψ(t) =

∫ t+ω
t exp{

∫ t
s µ(τ)dτ}β(s)ds

1− exp{−
∫ ω

0 µ(τ)dτ}
, t ≥ 0.

Let

λ0(t) = Λ(t)ψ(t)−
(
µ(t) + ε(t) + γ(t) +

σ2
2(t)

2

)
.

Then λ0(t) is also an ω-periodic function.

Theorem 3.6. If 〈λ0〉ω > 0, then the system (1.5) has a positive ω-periodic solution.

Proof. Since the coefficients of (1.5) are continuous bounded positive periodic functions, they satisfy the
local Lipschitz condition. So we only need to show conditions (3.2) and (3.3) hold. Define a C2-function
V : [0,+∞)× R2

+ → R by

V (t, S, I) = − logS +M∗[− log I − ψ(t)(S + I)− ρ(t)] + (S + I + 1)ϑ+1,

we choose ϑ ∈ (0, 1) and M∗ > 0 such that

µ̂− (σ̌1 ∨ σ̌2)2

2
ϑ > 0,

f̌ −M∗〈λ0〉ω + 2ϑ(ϑ+ 1)

[
Λ̌ + µ̌− 2(µ̂− (σ̌1 ∨ σ̌2)2

2
ϑ)

]
≤ −2, (3.4)

and here f is given in the passage and we let

ρ′(t) = 〈λ0〉ω − λ0(t). (3.5)

By integrating (3.5) from t to t+ ω, we get

ρ(t+ ω)− ρ(w) =

∫ t+ω

t
ρ′(s)ds =

∫ t+ω

t
(〈λ0〉ω − λ0(s))ds

=

∫ ω

0
λ0(s)ds−

∫ t+ω

t
λ0(s)ds = 0.

Obviously, ρ(t) is an ω-periodic function on [0,+∞). So V (t, S, I) is ω-periodic in t and the condition (3.2)
in Lemma 3.4 holds.

Let V4 = − logS, V5 = M∗[− log I − ψ(t)(S + I) − ρ(t)], V6 = (S + I + 1)ϑ+1. Now we prove (3.3) in
Lemma 3.4. In the same way as in Lemma 2.7, by directly calculating we have

LV4 = −Λ

S
+

βI

1 + αI
+ µ+

σ2
1

2
,

LV5 = M∗
[
−βS

1 + αI
+ (µ+ ε+ γ) +

σ2
2

2
− ψ(Λ− µS − (µ+ ε+ γ)I)− ψ′(S + I)− ρ′

]
= M∗

[
−βS

1 + αI
+ βS + [β + ψ(ε+ γ)]I − 〈λ0〉ω

]
,

LV6 = (ϑ+ 1)(S + I + 1)ϑ(Λ− µS − (µ+ ε+ γ)I) +
ϑ(ϑ+ 1)

2
(S + I + 1)ϑ−1(σ1S + σ2I)2
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≤ (Λ + µ)(ϑ+ 1)(S + I + 1)ϑ − (ϑ+ 1)

(
µ− (σ1 ∨ σ2)2

2
ϑ

)
(S + I + 1)ϑ+1

≤ 2ϑ(Λ + µ)(ϑ+ 1)

[
Sϑ + (I + 1)ϑ

]
− 2ϑ+1

(
ϑ+ 1)(µ− (σ1 ∨ σ2)2

2
ϑ

)[
Sϑ+1 + (I + 1)ϑ+1

]
.

The above inequality generates

LV ≤ − Λ̂

S
+ β̌I + µ̌+

σ̌2
1

2
+M∗

α̌β̌SI

1 + α̂I
+M∗[(β̌ + ψ̌(ε̌+ γ̌))I − 〈λ0〉ω]

+ 2ϑ(Λ̌ + µ̌)(ϑ+ 1)[Sϑ + (I + 1)ϑ]− 2ϑ+1(ϑ+ 1)

(
µ̂− (σ̌1 ∨ σ̌2)2

2
ϑ

)[
Sϑ+1 + (I + 1)ϑ+1

]
= f(S) + g(I) + h(S, I),

where

f(S) =− Λ̂

S
+ µ̌+

σ̌2
1

2
+ 2ϑ(Λ̌ + µ̌)(ϑ+ 1)Sϑ − 2ϑ+1(ϑ+ 1)

(
µ̂− (σ̌1 ∨ σ̌2)2

2
ϑ

)
Sϑ+1,

g(I) =β̌I +M∗[(β̌ + ψ̌(ε̌+ γ̌))I − 〈λ0〉ω] + 2ϑ(Λ̌ + µ̌)(ϑ+ 1)(I + 1)ϑ

− 2ϑ+1(ϑ+ 1)

(
µ̂− (σ̌1 ∨ σ̌2)2

2
ϑ

)
(I + 1)ϑ+1,

and h(S, I) = M∗ α̌β̌SI1+α̂I . Define a closed set

D =
{

(S, I) ∈ R2
+ : ε ≤ S ≤ 1/ε, ε ≤ I ≤ 1/ε

}
,

where ε > 0 is a sufficiently small number. By direct analysis, we get the following results:

Case 1. while S → 0, we have h(S, I)→ 0, and f(S) + ǧ → −∞;

Case 2. as I → 0, then h(S, I)→ 0, and f̌ + g(I)→ f̌ −M∗〈λ0〉ω + 2ϑ(ϑ+ 1)[Λ̌ + µ̌− 2(µ̂− (σ̌1∨σ̌2)2

2 ϑ)];

Case 3. when S → +∞, we get h(S, I) ≤M∗β̌S, moreover, f(S) +M∗β̌S + ǧ → −∞;

Case 4. if I → +∞, then h(S, I) ≤M∗α̌β̌S/α̂. Let f∗(S) = M∗α̌β̌S/α̂+ f(S), then f̌∗ + g(I)→ −∞;
Based on the discussion above and (3.4), we obtain that

LV (t, S, I) ≤ −1, for all (t, S, I) ∈ [0,+∞)×DC .

Therefor (3.3) in Lemma 3.4 is satisfied. Thus the system (1.5) has a positive ω-periodic solution from
Lemma 3.4 and the proof is completed.

4. Analysis

The threshold of deterministic SIR epidemic model (1.1) is R0 = βΛ
µ(µ+ε+γ) . We denote

Rs0 =
βΛ

µ(µ+ ε+ γ)
− σ2

2

2(µ+ ε+ γ)
.

For our stochastic SIR model (1.4), from Theorem 2.1 and Theorem 2.8 we obtain that if Rs0 > 1, the disease
prevail; if Rs0 < 1, the disease extinct. The results are the same to the corresponding deterministic system.
Besides, the system (1.4) has a stationary distribution. Without imposing any extra restricted condition,
we obtain the threshold of system (1.3), which are beautiful results.

Non-autonomous system (1.5) is a more general type of (1.3), when we choose ψ(t) = β/µ, and the
coefficients are constant, the results of two systems are consistent. Furthermore, 〈λ0〉ω similarly determines
the persistence or extinction of disease I in system (1.5). This theory can be used to investigate the other
stochastic epidemic models.

It is worth to discuss the system with generalized non-linear incidence, but the support is a hard problem.
In the future, we will try best to investigate this problem.
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5. Appendix A

We will show some auxiliary definitions and results about Markov semigroups ([23],[24]). Assume the
triple (X,Σ,m) is a σ-finite measure space. D is the subset of the space L1 = L1(X,Σ,m), its definition
can be found in (2.4). A linear mapping P : L1 → L1 is called a Markov operator if P (D) ⊂ D.

Definition 5.1 ([23]). If there exists a measurable function k : X ×X → [0,∞) such that∫
X
k(x, y)m(dx) = 1 (5.1)

for all y ∈ X and

Pf(x) =

∫
X
k(x, y)f(y)m(dy)

for every density f , then the Markov operator P is called an integral or kernel operator.

Definition 5.2 ([23]). A family {P (t)}t≥0 of Markov operators which satisfies conditions:

(a) P (0) = Id,

(b) P (t+ s) = P (t)P (s) for s, t ≥ 0,

(c) for each f ∈ L1 the function t 7→ P (t)f is continuous with respect to the L1-norm,

is called a Markov semigroup. A Markov semigroup {P (t)}t≥0 is called integral, if for each t > 0, the
operator P (t) is an integral Markov operator.

There are some definitions about the asymptotic behaviour of a Markov semigroup. A density f∗ is
called invariant if P (t)f∗ = f∗ for each t > 0. The Markov semigroup {P (t)}t≥0 is called asymptotically
stable if there is an invariant density f∗ such that

lim
t→∞
‖P (t)f − f∗‖ = 0 for f ∈ D.

A Markov semigroup {P (t)}t≥0 is called sweeping with respect to a set A ∈ Σ if for every f ∈ D

lim
t→∞

∫
A
P (t)f(x)m(dx) = 0.

In Lemma 5.3, we will give the conclusion about asymptotic stability and sweeping.

Lemma 5.3 ([23]). Let X be a metric space and Σ be the σ-algebra of Borel sets. Let {P (t)}t≥0 be an
integral Markov semigroup with a continuous kernel k(t, x, y) for t > 0, which satisfies (5.1) for all y ∈ X.
We assume that for every f ∈ D we have ∫ ∞

0
P (t)fdt > 0 a.e..

Then this semigroup is asymptotically stable or is sweeping with respect to compact sets.

Remark 5.4 ([23]). The property that a Markov semigroup {P (t)}t≥0 is asymptotically stable or sweeping
for a sufficiently large family of sets (e.g. for all compact sets) is called the Foguel alternative.
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