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Abstract

Through the application of the upper-lower solutions method and the fixed point theorem on cone, under
certain conditions, we obtain that there exist appropriate regions of parameters in which the fractional
differential equation has at least one or no positive solution. In the end, an example is worked out to
illustrate our main results. c©2016 All rights reserved.
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1. Introduction

Fractional order equations can describe the characteristics exhibited in numerous complex processes and
systems having long-memory in time, and due to this reason a large number of classical integer-order models
for complicated systems are being substituted by fractional order models, so fractional order equations have
proven to be strong tools in the modeling of phenomena arising from heat conduction, chemical engineering,
underground water flow, plasma physics, and also in various field of science and engineering.

The purpose of this paper is to study the following fractional differential equation involving the Riemann-
Stieltjes integral conditions and two parameters.

Dα
0+x(t) + λa(t)f(t, x(t)) = 0, 0 < t < 1,

x(0) = x′(0) = · · · = x(n−2)(0) = 0,

x(1) = µ

∫ 1

0

h(x(t))dA(t),

(Pλ, µ)
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where n − 1 < α ≤ n, n ≥ 3, Dα
0+ is the standard Riemann-Liouville derivative, λ, µ > 0 are parameters,

A is right continuous on [0, 1), left continuous at t = 1, and nondecreasing on [0, 1], A(0) = 0,
∫ 1

0 x(t)dA(t)
denotes the Riemann-Stieltjes integral of x with respect to A, a : (0, 1)→ [0,+∞) is continuous and may be
singular at t = 0, 1, and h : [0,+∞)→ [0,+∞) and f : [0, 1]× [0,+∞)→ (0,+∞) are continuous functions.

Due to the wide application of fractional order differential equations, there are many studies which focus
on the solvability of fractional differential equations. For some recent results on this topic, see [1, 4, 6, 7, 9,
11, 12, 14, 15] and the references therein. El-Shahed [3] considered the following fractional order differential
equation {

Dα
0+u(t) + λa(t)f(t, u(t)) = 0, 0 < t < 1,

u(0) = u′(0) = u′(1) = 0,

where 2 < α < 3, Dα
0+ is the standard Riemann-Liouville derivative, λ > 0 is a parameter, and a : (0, 1)→

[0,+∞) and f : [0, 1]× [0,+∞)→ [0,+∞) are continuous functions. Through the use of the Krasnosel’skii
fixed point theorem on cone expansion and compression, the author in [3] showed the existence and non-
existence of positive solutions for the above fractional boundary value problem.

With the same equation as (Pλ, µ), n = 3, and the boundary conditions become x(0) = x′(0) = 0, x(1) =∫ 1
0 h(s)x(s)ds, zhao et al. in [15] obtained the existence results of positive solutions by using the standard

tools of the Krasnosel’skii fixed point theorem when the parameter λ lies in some intervals.
In this paper, we discuss the fractional differential equation (Pλ, µ), which is involved the Riemann-

Stieltjes integral conditions and two parameters λ, µ, and we find a function Υ about λ, µ, such that (Pλ, µ)
has at least one positive solution for 0 < µ ≤ Υ(λ) and has no positive solutions for µ > Υ(λ).

2. Preliminaries and lemmas

Definition 2.1 ([8, 10]). Let α > 0 and let u be piecewise continuous on (0,+∞) and integrable on any
finite subinterval of [0,+∞). Then for t > 0, we call

Iα0+u(t) =
1

Γ(α)

∫ t

0
(t− s)α−1u(s)ds,

the Riemann-Liouville fractional integral of u of order α.

Definition 2.2 ([8, 10]). The Riemann-Liouville fractional derivative of order α > 0, n−1 ≤ α < n, n ∈ N,
is defined as

Dα
0+u(t) =

1

Γ(n− α)

(
d

dt

)n ∫ t

0
(t− s)n−α−1u(s)ds,

where N denotes the natural numbers set and the function u(t) is n times continuously differentiable on
[0,+∞).

Lemma 2.3 ([8, 10]). Let α > 0, if the fractional derivatives Dα−1
0+

u(t) and Dα
0+u(t) are continuous on

[0,+∞), then,
Iα0+D

α
0+u(t) = u(t) + c1t

α−1 + c2t
α−2 + · · ·+ cnt

α−n,

where c1, c2, · · ·, cn ∈ (−∞,+∞), and n is the smallest integer greater than or equal to α.

Lemma 2.4. Under the condition y ∈ C(0, 1) ∩ L1(0, 1), the fractional boundary value problem
Dα

0+x(t) + y(t) = 0, 0 < t < 1, n− 1 < α ≤ n, n ≥ 2,

x(0) = x′(0) = · · · = x(n−2)(0) = 0,

x(1) = µ

∫ 1

0
h(x(t))dA(t)

(2.1)
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has a unique integral representation

x(t) =

∫ 1

0
G(t, s)y(s)ds+ µtα−1

∫ ∞
0

h(x(t))dA(t),

where

G(t, s) =
1

Γ(α)

{
[t(1− s)]α−1 − (t− s)α−1, 0 ≤ s ≤ t ≤ 1,

[t(1− s)]α−1, 0 ≤ t ≤ s ≤ 1,
(2.2)

Proof. By Lemma 2.3, the boundary value problem (2.1) can be written as the following equivalent integral
equation

x(t) = C1t
α−1 + C2t

α−2 + · · ·+ Cnt
α−n − 1

Γ(α)

∫ t

0
(t− s)α−1y(s)ds,

where C1, C2, · · · , Cn are constants to be determined. Considering the fact that x(0) = x′(0) = · · · =
x(n−2)(0) = 0, we get C2 = C3 = · · · = Cn = 0. On the other hand, together with x(1) = µ

∫ 1
0 h(x(t))dA(t),

we have

C1 = µ

∫ 1

0
h(x(t))dA(t) +

1

Γ(α)

∫ 1

0
(1− s)α−1y(s)ds.

Therefore, the unique integral representation of BVP (2.1) is

x(t) =

(
µ

∫ 1

0
h(x(t))dA(t) +

1

Γ(α)

∫ 1

0
(1− s)α−1y(s)ds

)
tα−1 − 1

Γ(α)

∫ t

0
(t− s)α−1y(s)ds

=

∫ 1

0
G(t, s)y(s)ds+ µtα−1

∫ 1

0
h(x(t))dA(t),

where G(t, s) is defined as (2.2). The proof is complete.

Lemma 2.5 ([13]). The Green function G(t, s) defined as (2.2) in Lemma 2.4 has the following properties:

(i) G(t, s) is continuous and G(t, s) ≥ 0 for (t, s) ∈ [0, 1]× [0, 1];
(ii) ω(t)ξ(s) ≤ G(t, s) ≤ ξ(s) for any t, s ∈ [0, 1], in which

ω(t) =
(1− t)tα−1

α− 1
, ξ(s) =

s(1− s)α−1

Γ(α− 1)
.

Now, we establish the classical lower and upper solutions method for our problem. As usual, we say that
u(t) is a lower solution for (Pλ, µ) if

Dα
0+u(t) + λa(t)f(t, u(t)) ≥ 0, 0 < t < 1,

u(0) ≤ 0, u′(0) ≤ 0, · · · , u(n−2)(0) ≤ 0,

u(1) ≤ µ
∫ 1

0
h(u(t))dA(t).

Similarly, we define the upper solution v(t) of (Pλ, µ):
Dα

0+v(t) + λa(t)f(t, v(t)) ≤ 0, 0 < t < 1,

v(0) ≥ 0, v′(0) ≥ 0, · · · , v(n−2)(0) ≥ 0,

v(1) ≥ µ
∫ 1

0
h(v(t))dA(t).

In this paper, the space X = C[0, 1] will be used in the study of (Pλ, µ). Clearly, (X, ‖ · ‖) is a Banach
space if it is endowed with the norm: ‖x‖ = max0≤t≤1 |x(t)|. Let

K = {x ∈ X : x(t) ≥ $(t)‖x‖, t ∈ [0, 1]} ,

where $(t) = min
{
ω(t), tα−1

}
. It is easy to see that K is a positive cone in X. In what follows, we list

the conditions to be used later:
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(H1) f : [0, 1]× [0,+∞)→ (0,+∞), h : [0,+∞)→ [0,+∞) are continuous and f, h are nondecreasing with
respect to u, that is,

f(t, u1) ≤ f(t, u2), h(u1) ≤ h(u2), u1 ≤ u2, t ∈ [0, 1].

(H2) a : (0, 1)× [0,+∞)→ [0,+∞) is continuous, a(t) 6≡ 0, t ∈ (0, 1), and

0 <

∫ 1

0
ξ(s)a(s)ds < +∞.

(H3)

lim
u→+∞

min
t∈[a,b]⊂[0,1]

f(t, u)

u
= +∞, lim

u→+∞

h(u)

u
= +∞.

Under conditions (H1) and (H2), define a nonlinear integral operator T : X → X by

Tx(t) = λ

∫ 1

0
G(t, s)a(s)f(s, x(s))ds+ µtα−1

∫ 1

0
h(x(t))dA(t), t ∈ [0, 1]. (2.3)

Obviously, we know that x ∈ C[0, 1] is a solution of (Pλ, µ) if and only if x ∈ C[0, 1] is a fixed point of T in
K defined as (2.3).

In this paper, the following fixed point lemma is crucial in order to obtain the main results of (Pλ, µ).

Lemma 2.6 ([5]). Let P be a positive cone in a Banach space E, Ω1 and Ω2 are bounded open sets in E,
θ ∈ Ω1, Ω1 ⊂ Ω2, and A : P ∩ Ω2\Ω1 → P is a completely continuous operator. If the following conditions
are satisfied:
‖Ax‖ ≤ ‖x‖, ∀x ∈ P ∩ ∂Ω1, ‖Ax‖ ≥ ‖x‖, ∀x ∈ P ∩ ∂Ω2,

or
‖Ax‖ ≥ ‖x‖, ∀x ∈ P ∩ ∂Ω1, ‖Ax‖ ≤ ‖x‖, ∀x ∈ P ∩ ∂Ω2,

then A has at least one fixed point in P ∩ (Ω2\Ω1).

3. Main results

Theorem 3.1. Assume that (H1) and (H2) hold. Then T : X → X is a completely continuous operator and
T (K) ⊂ K.

Proof. According to Arzela-Ascoli theorem, we can see that T : X → X is completely continuous, and we
only prove T (K) ⊆ K. For any x ∈ K, t ∈ [0, 1], by (H1), (H2), and Lemma 2.5, we have

‖Tx(t)‖ = max
t∈[0,1]

|Tx(t)|

= max
t∈[0,1]

∣∣∣∣λ ∫ 1

0
G(t, s)a(s)f(s, x(s))ds+ µtα−1

∫ 1

0
h(x(t))dA(t)

∣∣∣∣
≤ λ

∫ 1

0
ξ(s)a(s)f(s, x(s))ds+ µ

∫ 1

0
h(x(t))dA(t) < +∞.

On the other hand, by (H2) and Lemma 2.5, for any x ∈ K, t ∈ [0, 1], we also have

Tx(t) =λ

∫ 1

0
G(t, s)a(s)f(s, x(s))ds+ µtα−1

∫ 1

0
h(x(t))dA(t)

≥λ
∫ 1

0
ω(t)ξ(s)a(s)f(s, x(s))ds+ µtα−1

∫ 1

0
h(x(t))dA(t)

≥min
{
ω(t), tα−1

}(
λ

∫ 1

0
ξ(s)a(s)f(s, x(s))ds+ µ

∫ 1

0
h(x(t))dA(t)

)
.

Then Tx(t) ≥ $(t)‖Tx‖, which implies TK ⊆ K. The proof is complete.
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Theorem 3.2. Assume that (H1)-(H3) hold. Then there exists a constant CI > 0 such that for all possible
positive solutions x(t) of (Pλ, µ), one has ‖x‖ ≤ CI , where λ, µ ∈ I, and I is a compact subset of (0,+∞).

Proof. Suppose on the contrary that there exists a sequence {xn} of positive solutions of (Pλn, µn) and
{λn}, {µn} ∈ I for all n ∈ N, such that limn→+∞ ‖xn‖ = +∞. By Theorem 3.1, we have xn ∈ K, thus
xn(t) ≥ $(t)‖xn‖, t ∈ [0, 1]. Since I is compact, the sequences {λn}, {µn} have a convergent subsequence
which we denote without loss of generality still by {λn}, {µn} such that

lim
n→+∞

λn = λ∗, lim
n→+∞

µn = µ∗.

From the assumption, we know λ∗ > 0, µ∗ > 0, and we have λn ≥ λ∗

2 > 0, µn ≥ µ∗

2 > 0 for sufficiently large
n. By (H3), choose L, l such that

λ∗$2L

∫ b

a
ξ(s)a(s)ds > 1, µ∗$2l

∫ b

a
dA(t) > 1,

where $ = mint∈[a,b]$(t). Then there exists R > 0, such that

f(t, u) ≥ Lu, h(u) ≥ lu, u ≥ R, t ∈ [a, b].

Since limn→+∞ ‖xn‖ = +∞, we have ‖xn‖ ≥ R
$ ≥ R, for sufficiently large n. Therefore for any xn ∈ K, we

know xn(t) ≥ $‖xn‖ ≥ R, t ∈ [a, b]. So

f(t, xn(t)) ≥ Lxn(t) ≥ L$‖xn‖, h(xn(t)) ≥ lxn(t) ≥ $‖xn‖, t ∈ [a, b].

Thus, we have

xn(t) =λn

∫ 1

0
G(t, s)a(s)f(s, xn(s))ds+ µnt

α−1

∫ 1

0
h(xn(t))dA(t)

≥λ
∗

2

∫ b

a
ω(t)ξ(s)a(s)Lxn(s)ds+

µ∗tα−1

2

∫ b

a
lxn(t)dA(t)

≥1

2
λ∗$2L‖xn‖

∫ b

a
ξ(s)a(s)ds+

1

2
µ∗$2l‖xn‖

∫ b

a
dA(t)

>‖xn‖.

This is a contradiction, so we get that all the positive solutions x(t) of (Pλ, µ) satisfying ‖x‖ ≤ CI . The
proof is complete.

Theorem 3.3. Let u(t), v(t) be lower and upper solutions of (Pλ, µ), respectively, such that 0 ≤ u(t) ≤ v(t).
Then (Pλ, µ) has a solution x(t) satisfying u(t) ≤ x(t) ≤ v(t) for t ∈ [0, 1].

Proof. Let

T̃ x(t) = λ

∫ 1

0
G(t, s)a(s)f(s, ζ(s, x))ds+ µtα−1

∫ 1

0
h(ζ(t, x))dA(t),

ζ(t, x) = max {u(t), min{x(t), v(t)}} .

It is easy to prove that the operator T̃ has the following properties.

(1) T̃ is a completely continuous operator.

(2) If x ∈ K is a fixed point of T̃ , then x ∈ K is a fixed point of T with u(t) ≤ x(t) ≤ v(t) for t ∈ [0, 1].

(3) If x = ηT̃x with 0 ≤ η ≤ 1, then ‖x‖ ≤ CI , where CI does not depend on η and x ∈ K.

Therefore, by using the topological degree of Leray-Schauder (see [2, Corollary 8.1, page. 61]), we obtain
a fixed point of the operator T . The proof is complete.
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Theorem 3.4. Assume that (H1)-(H3) hold. If (Pλ1, µ1) has a positive solution, then (Pλ2, µ2) has a positive
solution for all 0 < λ2 < λ1, and 0 < µ2 < µ1.

Proof. Let x1(t) be the solution of (Pλ1, µ1), then x1(t) be the upper solution of (Pλ2, µ2) with 0 < λ2 <
λ1, 0 < µ2 < µ1. Since f(t, u) > 0, t ∈ [0, 1], x = 0 is not a solution of (Pλ2, µ2), but it is the lower solution
of (Pλ2, µ2). Therefore, by Theorem 3.3, we obtain the result. The proof is complete.

Theorem 3.5. Assume that (H1)-(H3) hold. Then (Pλ, µ) has a positive solution for sufficiently small
λ > 0, µ > 0.

Proof. Define

M(r1) = max
x∈K
‖x‖=r1

{∫ 1

0
ξ(s)a(s)f(s, r1)ds,

∫ 1

0
h(r1)dA(t)

}
.

For any fixed r1 > 0, let Ω1 = {x ∈ X : ‖x‖ < r1}, σ = r1
2M(r1) . For λ ≤ σ, µ ≤ σ, x ∈ ∂Ω1 ∩K, we have

Tx(t) = max
t∈[0,1]

∣∣∣∣λ ∫ 1

0
G(t, s)a(s)f(s, x(s))ds+ µtα−1

∫ 1

0
h(x(t))dA(t)

∣∣∣∣
≤ λ

∫ 1

0
ξ(s)a(s)f(s, x(s))ds+ µ

∫ 1

0
h(x(t))dA(t)

≤ λM(r1) + µM(r1) ≤ r1 = ‖x‖.

Thus
‖Tx‖ ≤ ‖x‖ for any x ∈ ∂Ω1 ∩K.

On the other hand, by the inequality in (H3), choose L, l such that

λ$2L

∫ b

a
ξ(s)a(s)ds ≥ 1

2
, µ$2l

∫ b

a
dA(t) ≥ 1

2
,

then there exists r0 > 0, such that

f(t, u) ≥ Lu, h(u) ≥ lu, u ≥ r0, t ∈ [a, b].

Let r2 > max{r1,
r0
$ }, where $ is defined in Section 2, Ω2 = {x ∈ X : ‖x‖ < r2}, for any x ∈ ∂Ω2 ∩K, we

have
x(t) ≥ $(t)‖x‖ ≥ $‖x‖ ≥ r0, t ∈ [a, b].

Hence, we conclude that

Tx(t) =λ

∫ 1

0
G(t, s)a(s)f(s, x(s))ds+ µtα−1

∫ 1

0
h(x(t))dA(t)

≥λ
∫ b

a
ω(t)ξ(s)a(s)Lx(s)ds+ µtα−1

∫ b

a
lx(t)dA(t)

≥λ$2L‖x‖
∫ b

a
ξ(s)a(s)ds+ µ$2l‖x‖

∫ b

a
dA(t) ≥ ‖x‖.

Thus
‖Tx‖ ≥ ‖x‖ for any x ∈ ∂Ω2 ∩K.

It follows from the above discussion, Lemma 2.6 and Theorem 3.1, we know that T has a fixed point x
in (∂Ω2 ∩K)\(∂Ω1 ∩K). The proof is complete.

Theorem 3.6. Assume that (H1)-(H3) hold. Then (Pλ, µ) has no positive solution for sufficiently large
λ > 0, µ > 0.
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Proof. Suppose on the contrary that there exist sufficiently large λn > 0, µn > 0 where (Pλn, µn) has a
positive solution xn. By the similar proof as Theorem 3.2, for sufficiently large λn > 0, µn > 0, by (H3),
we obtain xn(t) > ‖xn‖, t ∈ [0, 1], this is a contradiction, so we know that Pλ, µ has no positive solution for
sufficiently large λ > 0, µ > 0. The proof is complete.

From the previous Theorems 3.1 to 3.6, define the set

λ = sup {λ > 0 : such that (Pλ, µ) has a positive solution for some µ > 0} .

Through the Theorem 3.6, we know 0 < λ < +∞, and through the Theorems 3.4 and 3.5, we know for
any λ ∈ (0, λ), there exists µ > 0, such that (Pλ, µ) has a positive solution. Suppose (Pλn, µn) has positive
solution and

λ1 < λ2 < · · · < λn, lim
n→+∞

λn = λ.

By Theorem 3.2, we know the positive solution xn of (Pλn, µn) is bounded. Again by the completely
continuity of the operator T , there exists µ > 0, such that (Pλ, µ) has a positive solution. Now define the

function Υ : (0, λ]→ (0,+∞) by

Υ(λ) = sup {µ > 0 : (Pλ, µ) has a positive solution} .

By Theorem 3.4, the function Υ is continuous and nonincreasing. We thus claim that Υ(λ) is attained.
In fact, it suffices to use Theorem 3.5 and the compactness of the operator T . Finally, it follows from the
definition of the function Υ that (Pλ, µ) has at least one positive solution for 0 < µ ≤ Υ(λ) and has no
positive solutions for µ > Υ(λ).

4. Example

Consider the following fractional boundary value problem
D

7
2

0+
x(t) +

λ√
t
(x+ 1)2 = 0, 0 < t < 1,

x(0) = x′(0) = 0, x(1) = µ

∫ 1

0
(x(t) + 2)3dt.

Obviously, α = 7
2 , A(t) = t, a(t) = 1√

t
, f(t, u) = (u+ 1)2, h(u) = (u+ 2)3. ξ(s) = s(1−s)α−1

Γ(α−1) = s(1−s)
5
2

Γ( 5
2)

. It is

easy to see that (H1)-(H3) hold, so we can obtain all the results of Theorems 3.1 to 3.6 and the conclusions
of our paper.
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