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Abstract

With the help of infinite-dimensional Lie algebras and the Tu scheme, we address a discrete integrable
hierarchy to reduce the generalized relativistic Toda lattice (GRTL) system containing the relativistic Toda
lattice equation and its generalized lattice equation. Meanwhile, the Riemann theta functions are utilized
to present its algebro-geometric solutions. Besides, a reduced spectral problem is given to find an integrable
discrete hierarchy obtained via R-matrix theory, which can be reduced to the Toda lattice equation and a
generalized Toda lattice (GTL) system. The Lax pair and the infinite conservation laws of the GTL system
are also derived. Finally, the Hamiltonian structure of the GTL system is generated by the Poisson tensor.
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1. Introduction

As it is known, the nonlinear lattice equations have lots of applications in statistical and quantum
physics. For example, the relativistic Toda lattice equation governs a system of unit masses connected by
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nonlinear springs [15]. It is interesting that we search for the corresponding integrable lattice hierarchy where
the Toda lattice equation lies in. For the sake of that, Tu [16] made use of Lie algebras and Lax pairs to
derive the resulting Toda hierarchy whose Hamiltonian structure was also generated which was called the Tu
scheme. It follows that Picking et al. [10, 21, 22] generated some lattice hierarchies. Fan, et al. [4, 18] also
obtained some discrete integrable hierarchies by using the Tu scheme. Some properties of discrete integrable
systems, such as Hamiltonian structures, Darboux transformations, exact solutions, etc. were discussed
in [8, 9, 11, 20]. Based on the above mentioned consequences, we adopt a Lie algebra consisting of 2 × 2
matrices to introduce a Lax pair so that the Tu scheme is devoted to generate a discrete integrable hierarchy
which can be reduced to the well-known relativistic Toda lattice equation and a generalized relativistic
Toda lattice (GRTL) system. Then we again apply the scheme for generating algebro-geometric solutions
proposed by Geng et al. [6] to discover the algebro-geometric solutions of the GRTL system via the Albel-
Jacobi coordinates and the Riemann theta functions as well as theory on hyperelliptic cures. Specially,
we construct two sets of Baker functions for straightening out of the discrete flows for the GRTL system.
In addition, we reduce the isospectral problem introduced in the paper to two shift operators. Then, by
applying the R-matrix formalism [1–3], we give rise to a new form of the Toda lattice hierarchy which can
be reduced to the Toda lattice equation and its series of the generalized discrete integrable systems. Again,
utilizing the Casimir functions of the Lie-Poisson bracket presented in the paper and the Novikov equation,
we obtain the representation of the Lax pair of the GTL system derived from the Toda lattice hierarchy.
Finally, we obtain the Hamiltonian structure of the GTL system via the Poisson tensor linked to the Casimir
function and the discrete expanding integrable model of the Toda lattice system is generated by constructing
a new integrable hierarchy.

2. A discrete integrable hierarchy and its reductions

The simplest subalgebra of the Lie algebras A1 are given by

h1 =

(
1 0
0 0

)
, h2 =

(
0 0
0 1

)
, e =

(
0 1
0 0

)
, f =

(
0 0
1 0

)
.

The corresponding loop algebras can be defined as

hi(n) = hiλ
n, e(n) = eλn, f(n) = fλn, n ∈ Z.

Based on the above, we introduce the following discrete spectral problems

ψn+1 = ψ(n+ 1) = Unψ(n) ≡ Unψ,Un = h1(1) + pnh1(0) + qne(0) + αf(1) + snh2(0), (2.1)

where α is an arbitrary constant.

ψ(n)t = A(h1(0)− h2(0)) +Be(0) + Cf(0),

where
A =

∑
j≥0

aj(n)λ−j , B =
∑
j≥0

bj(n)λ−j , C =
∑
j≥0

cj(n)λ−j . (2.2)

According to the Tu scheme, we first solve the following stationary discrete zero curvature equation for Vn :

(EVn)Un = UnVn (2.3)

to give rise to 
(λ+ pn)(EA−A) + αλEB − qnC = 0,

(λ+ pn)EC − αλ(EA+A)− snC = 0,

qnEA+ snEB − (λ+ pn)B + qnA = 0,

qnEC − snEA− αλB + snA = 0.

(2.4)
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Substituting (2.2) into (2.4) yields
∆aj+1 + pn∆aj + αEbj+1 − qncj = 0,

qnEaj + snEbj − bj+1 − pnbj + qnaj = 0,

Ecj+1 + pnEcj − α(Eaj+1 + aj+1)− sncj = 0,

qnEcj − snEaj − αbj+1 + snaj = 0,

(2.5)

which leads to
(αqnE + αqn + snE − sn)aj + (αsnE − αpn)bj − qnEcj = 0,

where ∆ = E − 1. Taking

b0 = 0, Ec0 − α(E + 1)a0 = 0,∆a0 + αEb0 = 0,

then it is easy to see that we can set a0 = 1 and c0 = 2α. Hence, from Eq. (2.5) we get that

b1 = 2qn, a1 = −2αqn, c1 = −2αpn−1 − 2α2(qn + qn−1) + 2αsn−1,

b2 = −2αqnqn+1 + 2snqn+1 − 2pnqn − 2αq2n,

a2 = 2αqnqn−1 + 2αpnqn + 2α2q2n − 2αsnqn+1 − 2αqnsn−1 + 2α2(qnqn+1 + qnqn−1),

c2 = 2αpn−1
2 + 4α2pn−1qn + 4α2pn−1qn−1 − 2αpn−1sn−1 + 2α2pnqn + 2α3q2n − 2α2snqn−1

− 4α2qnsn−1 + 2α3qnqn+1 + 4α3qnqn−1 − 2αsn−1pn−2 − 2α2sn+1qn−1 − 2α2sn−1qn−2 + 2αsn−1sn−2

+ 2α2qn−1pn−2 + 2α3qn−1
2 − 2α2qn−1sn−2 + 2α3qn−1qn−2.

Note

Vn,+ =

m∑
i=0

[ai(h1(m− i)− h2(m− i)) + bie(m− i) + cif(m− i)] = λmV − Vn,−,

then Eq. (2.3) can be decomposed into the following

(EVn,+)Un − Un(Vn,+) = Un(Vn,−)− (EVn,−)Un. (2.6)

It is easy to find that the degree of powers of λ in the left-hand side of Eq. (2.6) is more than zero, while
the right-hand side is less than zero. Hence, the degree of both sides of Eq. (2.6) is zero. Therefore, one
infers that

(EVn,+)Un − Un(Vn,+) = −∆am+1h1(0) + bm+1e(0)− (Ecm+1 − αEam+1 − αam+1)f(0) + αbm+1h2(0).

Assume that
Vm = Vn,+ + ∆m,∆m = k1h2(0) + k2f(0).

Thus,

k1 =
1

α
cm, k2 = −cm,

(EVm)Un − UnVm = (−∆am+1 + qncm)h1(0) + (bm+1 −
1

α
qncm)e(0)

+ (αbm+1 +
1

α
snEcm − qnEcm −

1

α
sncm)h2(0).

Thus, the discrete zero curvature equation

dUn
dtm
− (EVm)Un + UnVm = 0



Y. F. Zhang, X.-J. Yang, J. Nonlinear Sci. Appl. 9 (2016), 6126–6141 6129

admits a discrete integrable hierarchy of the form: pn
qn
sn


tm

=

 pn∆am
bm+1 − 1

αqncm = bm+1 + qncm
αbm+1 + 1

αsn∆cm − qnEcm = −snEam + snam + 1
αsn∆cm

 . (2.7)

Taking sn = 0 and α = −1, we find that Eq. (2.7) becomes{
ptm = pn∆am,

qtm = bm+1 + qncm.
(2.8)

When m = 1, we get the relativistic Toda lattice system:{
pt1 = 2pn(qn+1 − qn),

qt1 = 2qnqn+1 − 2qnqn−1 − 2pnqn + 2qnpn−1.
(2.9)

In fact, Eq. (2.8) is the relativistic Toda lattice hierarchy. For m = 1, Eq. (2.8) can be reduced to
pn,t = −2αpn(qn+1 − qn),

qn,t = 2snqn+1 − 2αqnqn+1 − (2α+ 2α2)q2n − 2αqnpn−1 − 2α2qnqn−1 + 2αqnsn−1 − 2pnqn,

sn,t = sn(−2pn + 2pn−1 − 2αqn + 2αqn−1 + 2sn − 2sn−1).

(2.10)

Obviously, when sn = 0 and α = −1, (2.10) is reduced to Eq. (2.9). Hence, Eq. (2.10) becomes a generalized
relativistic Toda lattice (GRTL) system. It is easy to find that the Lax pair of Eq. (2.10) is given by

ψ(n+ 1) = Unψ(n), ψ(n)t = V (1)
n ψ(n),

where

V (1)
n =

(
V

(1)
11 V

(1)
12

V
(1)
21 V

(1)
22

)
= h1(1)− 2αqnh1(0) + 2qne(0) + 2αf(1)− h2(1)

+ [2αqn − 2αqn−1 − 2αpn−1 − 2α2(qn + qn−1) + 2αsn−1]f(0).

3. Algebro-geometric solutions to the GRTL system

In this section, we shall discuss the algebro-geometric solutions of the GRTL system by following the
way proposed by Geng et al. [6]. However, we shall present two sets of Baker functions for straightening
out of the discrete flows of the GRTL system. To make use of the scheme given by Geng et al., we want to
express the relativistic Toda lattice hierarchy (2.8) by the Lenard’s gradient sequences Sj(n), 0 ≤ j ∈ Z :

JnSj+1(n) = KnSj(n), JnS−1(n) = 0, j ≥ 0, (3.1)

where

Kn =

 0 snE − pn qnE + qn
qn 0 −pn∆
−qnE α(snE − pn) αqnE + αqn + sn∆

 ,

Jn =

 0 1 0
0 αE ∆

−qnE α(snE − pn) αqnE + αqnE + αqn + sn∆

 ,

Sj(n) =

 s
(1)
j (n)

s
(2)
j (n)

s
(3)
j (n)

 .
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From the equation JnS(−1)(n) = 0, one infers that

S(−1)(n) =

 2α
0
1

 ker Jn{cS0(n) : c ∈ R}.

Thus, starting from (3.1) engenders that

S0(n) =

 −2αpn−1 − 2α2(qn + qn−1) + 2αsn−1
2qn
−2αqn

 .

Eq. (3.1) implies that

∆S
(3)
j (n+ 1) + pn∆S

(3)
j (n) + αES

(2)
j (n+ 1)− qnS(1)

j (n) = 0,

qnES
(3)
j (n) + snES

(2)
j (n)− S(2)

j (n+ 1)− pnS(2)
j (n) + qnS

(3)
j (n) = 0,

ES
(1)
j (n+ 1) + pnES

(1)
j (n)− α(ES

(3)
j (n+ 1) + S

(3)
j (n+ 1))− snS(1)

j (n) = 0,

qnES
(1)
j (n)− snES(3)

j (n)− αS(2)
j (n+ 1) + snS

(3)
j (n) = 0.

Let
ψ(n+ 1) = Unψ(n), ψ(N)tm = V (m)

n ψ(n), (3.2)

where

V (m)
n =

(
A

(m)
n B

(m)
n

C
(m)
n −A(m)

n

)
,

and

A(m)
n =

m∑
j=0

S
(1)
j−1(n)λm−j , B(m)

n =
m∑
j=0

S
(2)
j−1(n)λm+1−j , C(m)

n =
m∑
j=0

S
(1)
j−1(n)λm−j .

The compatibility condition of the discrete Lax pair (3.2) reads that pn
qn
sn


tm

=

 pn∆S
(3)
m (n)

S
(2)
m+1(n) + qnS

(1)
m (n)

−snES(3)
m (n) + snS

(3)
m (n) + 1

αsn∆S
(1)
m (n)

 . (3.3)

3.1. Decomposition of the GRTL system

Suppose Eq. (3.2) has two basic solutions ψ(n) = (ψ(1)(n), ψ(2)(n))T , φ(n) = (φ(1)(n), φ(2))T , we define
a Lax matrix Wn as follows:

Wn =

(
f(n) g(n)
h(n) −f(n)

)
, (3.4)

and require Wn satisfying the following equations

Wn+1Un − UnWn = 0,Wn,tm = [V (m)
n ,Wn],

which are equivalent to 
(λ− pn)∆f(n) + αλg(n+ 1)− qnh(n) = 0,

qnf(n+ 1) + sng(n+ 1)− (λ+ pn)g(n) + qnf(n) = 0,

(λ+ pn)h(n+ 1)− αλf(N + 1)− αλf(n)− snh(n) = 0,

qnh(n+ 1)− snf(n+ 1)− αλg(n) + snf(n) = 0,

(3.5)
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and 
f(n)tm = B(m)

n h(n)− C(m)
n g(n),

g(n)tm = 2A(m)
n g(n)− 2B(m)

n f(n),

h(n)tm = 2C(m)
n f(n)− 2A(m)

n h(n),

where

f(n) =
N∑
j=0

fj−1(n)λN+1−j , g(n) =
N∑
j=0

gj−1(n)λN−j , h(n) =
N∑
j=0

hj−1(n)λN−j . (3.6)

Substituting (3.6) into (3.5) yields

JnGj+1(n) = KnGj(n), JnG−1(n) = 0, j ≥ 0, (3.7)

where Gj(n) = (hj(n), gj(n), fj(n))T . Equation JnG−1(n) = 0 has the general solutions

G−1(n) = α0S−1(n), (3.8)

where α0 is a constant. Acting with J−1Kn and K−1n Jn respectively on Eq. (3.8) yields

G0(n) = α0S0(n) + α1S−1(n).

According to (3.7), we have{
h0(n) = −2αpn−1 − 2α2(qn + qn−1) + 2αsn−1 + 2αα1,

g0(n) = 2qn, f0(n) = −2αqn + α1, · · · .

We apply g(n) and h(n) to be polynomials of λ to define the elliptic coordinates {µj(n)} and {νj(n)} :

g(n) = λg0(n)
N∏
i=1

(λ− µj(n)), h(n) = λh0(n)
N∏
j=1

νj(n). (3.9)

Comparing the coefficients of the same power for λ in (3.9), one gets

g1(n) = −g0(n)

N∑
j=1

µj(n), h0(n) = −h−1(n)

N∑
j=1

νj(n),

which can be rewritten as: 
αqn+1 − sn

qn+1

qn
+ pn + αqn =

N∑
j=1

µj(n) + α1,

pn−1 + α(qn + qn−1)− sn−1 =

N∑
j=1

νj(n) + α1.

From (3.4) we have

detWn = f2(n) + g(n)h(n) =

2N∏
j=1

(λ− λj) ≡ R(λ). (3.10)

Substituting (3.6) into (3.10) and comparing coefficients of related powers of λ give rise to

α1 = −1

2

2N∑
j=1

λj , (3.11)
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f(n)|λ=µk(n) =
√
R(µk(n)), f(n)|λ=νk(n) =

√
R(νk(n)).

Taking m = 1, and starting from (3.2), one infers

g(n)t1 = 2A(1)
n g(n)− 2B(1)

n f(n) = 2(λ− 2αqn)g(n)− 4qnf(n).

For t1 = t, it is easy to find that

g(n)t − λµk,t(n)
N∏

i 6=ki=1

(µk(n)− µj(n))2qn = −2qnµk,t(n)
N∏

i 6=ki=1

(µk(n)− µi(n)).

Hence, it follows that

g(n)t|λ=µk(n) = µk(n)µk(n)t

N∏
i 6=k,i=1

(µk(n)− µi(n)) = 2
√
R(µk(n)).

Thus, we have

µkt =
2
√
R(µk(n))∏N

i 6=k,i=1(µk(n)− µi(n))
.

Similarly, one infers that
ht|λ=νk(n) = 4ανk(n)

√
R(νk(n)). (3.12)

Besides, we know that

h(n)t = −λh−1(n)νk(n)

N∏
i 6=k,i=1

(νk(n)− νi(n)),

h(n)t|λ=νk(n) = −νk(n)ν(n)k,t

N∏
i 6=k,i=1

(νk(n)− νi(n)).

(3.13)

Eqs. (3.12) and (3.13) imply that

ν(n)k,t =
2
√
R(νk(n))∏N

i 6=k,i=1(νk(n)− νi(n))
.

3.2. Straightening out of the continuous flows

We first introduce the Riemann surface Γ of the hyperelliptic curve ξ2 = R(ξ) =
∏2N
j=1(ξ − ξj). On Γ

there are two infinite points∞1 and∞2 which are not branch points of Γ. We fix a set of regular cycle paths:
a1, a1, . . . , aN ; b1, b2, . . . , Bn which are independent and have the intersection numbers in the following:

ak · aj = bk · bj = 0, ak · bj = δkj , k, j = 1, 2, . . . , N.

We choose holomorphic differential on Γ :

ω̃l =
λl−1dλ√
R(λ)

, 1 ≤ l ≤ N,

and let

Akj =

∫
aj

ω̃k, Bkj =

∫
bj

ω̃k.
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Then A = (Aij), B = (Bij) are N ×N invertible matrices. Thus, we define the matrices C and τ by

C = (ckj) = A−1, τ = (τkj) = A−1B,

then it can be verified that τ is symmetric and has a positive defined imaginary part. We normalize ω̃j into
the new basis ωj :

ωj =

N∑
l=1

cjlω̃l, l = 1, 2, . . . , N,

which satisfies ∫
ak

ωj =
N∑
l=1

cjl

∫
ak

ω̃l =
N∑
l=1

cjlAlk = δjk,

∫
bk

ωj = τjk.

For a fixed point p0, we introduce the Abel-Jacobi coordinates

ρm = (ρ(1)m , . . . , ρ(N)
m )T ,m = 1, 2,

whose components present that

ρ1(j)(n) =

N∑
k=1

∫ p(µk)

p0

ωj =

N∑
k=1

N∑
l=1

∫ µk(n)

λ(p0)
cjl
λl−1dλ√
R(λ)

,

ρ2(j)(n) =

N∑
k=1

∫ p(νk)

p0

ωj =

N∑
k=1

N∑
l=1

∫ νk(n)

λ(p0)
cjl
λl−1dλ√
R(λ)

,

where
p(µk(n)) = (λ = µk(n), ξ =

√
R(µk(n))), p(νk(n)) = (λ = νk(n), ξ =

√
R(νk(n))) ∈ Γ,

here λ(p0) is the local coordinate of p0.
As a result, we obtain that

∂tρ
(j)
1 (n) = 2cjN ≡ Ω

(1)
j , ∂tρ

(j)
2 (n) = Ω

(1)
j ,

with the help of the equalities

N∑
k=1

µl−1k (n)∏
i 6=k,i=1(µk(n)− µi(n))

= δlN , 1 ≤ l ≤ N.

3.3. Straightening out of the discrete flow

Assume the fundamental solution matrix of (3.2) to be of the form

Qn = (φ(n), φ̂(n)) =

(
φ(1) φ̂(1)(n)

φ(2) φ̂(2)(n)

)
, Q0 = I.

It is easy to see that
Qn+1 = UnUn−1 . . . U0

from which we have

φ(1)(1) = λ+ p0, φ
(2)(1) = αλ, φ̂(1)(1) = q0, φ̂

92)(1) = s0,

φ(1)(2) = λ2 + (p1 + p0 + αq1)λ, φ
(2)(2) = αλ(λ+ p0 + s1),

φ̂(1)(2) = λq0 + p1q0 + q1s0, φ̂
(2) = αλq0 + s1s0, . . . .
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Suppose δ is the eigenvalue of matrix Wn in the solution space of the spectral problem ψ(n+ 1) = Unψ(n),
which is invariant under the action of Wn due to (EWn)Un = UnWn. The corresponding eigenfunction is
ψ(n) which is called the Baker function satisfying

ψ(n+ 1) = Unψ(n),Wnψ(n) = δψ(n).

It is easy to see that
det|δI −Wn| = δ2 − f2(n)− g(n)h(n) = 0,

which has two eigenvalues δ± = ±δ, where

δ =
√
f2(n) + g(n)h(n) =

1

2

√
R(λ).

The corresponding Baker functions can be taken as

φ±(n) = φ(n) + αφ̂(n), φ̂±(n) = φ̂(n) + βφ(n),

where

α =
±δ − f(0)

q(0)
, or α =

h(0)

±δ + f(0)
, (3.14)

β =
±δ + f(0)

h(0)
, or β =

g(0)

±δ − f(0)
. (3.15)

A brief proof is described as follows:
Since φ±(n) satisfies equation

(δI −Wn)φ±(n) = 0, (3.16)

we assume that φ±(n) = φ(n) + αφ̂(n), then (3.16) becomes

(δI −Wn)

(
φ(1)(n) + αφ̂(1)(n)

φ(2)(n) + αφ̂(2)

)
= 0,

that is, (
δ − f −g
−h δ + f

)(
φ(1)(n) + αφ̂(1)(n)

φ(2)(n) + αφ̂(2)

)
= 0. (3.17)

Specially, let n = 0, Eq. (3.17) still holds. Thus, we have{
(δ − f(0))(φ

(1)(0) + αφ̂(1)(0))− g(0)(φ(2)(0) + αφ̂(2)(0)) = 0,

−h(0)(φ(1)(0) + αφ̂(1)(0)) + (δ + f(0))(φ(2)(0) + αφ̂(2)(0)) = 0.
(3.18)

Substituting φ(1)(0) = 1, φ(2)(0) = 0, φ̂(1)(0) = 0, φ̂(2)(0) = 1 into (3.18) yields (3.14). Similarly, we can get
(3.15).

Theorem 3.1. Let p±(n, λ), q±(n, λ) be the first component and the second one, respectively, of the Baker
functions φ±(n) and φ̂±(n). Then we have

p+(n, λ)p−(n, λ) =
q0
qn

N−1∏
j=1

λ− µj(n)

λ− µj(0)
,

q+(n, λ)q−(n, λ) =
αq0 + α1

−pn−1 − α(E + 1)qn−1 + sn−1 + α1

N−1∏
j=1

λ− νj(n)

λ− νj(0)
.

(3.19)

Actually, it is easy to see that starting from

Qn+1 = UnQn,WnQn = WnUn−1Qn−1 = . . . = Un−1Un−2 . . . = U0W0Q0 = QnW0Q0 = QnW0,

we can infer (3.19).
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Similar to the way presented in [6], we have the following:

Theorem 3.2 (Straightening out of the discrete flow).

∆ρ(1)(n) = ρ(1)(n+ 1)− ρ(1)(n) = Ω(0)(modJ ),

∆ρ(2)(n) = ρ(2)(n+ 1)− ρ(2)(n) = Ω(0)(modJ ),

where Ω(0) =
∫∞2

∞1
ω.

3.4. Algebro-geometric solutions

According to the Riemann theorem [6], there exist constant vectors M (1) and M (2) such that the theta
function θ(A(p(λ))− ρ(i)(n)−M (i)) has N zeros at µ1(n), . . . , µN (n) for i = 1 or ν1(n), . . . , νN (n) for i = 2.
We have the inversion formula

N∑
j=1

µkj (n) = Ik(Γ)−
2∑
s=1

resλ=∞sd ∈ θ(A(p)− ρ(1)(n)−M (1)),

N∑
j=1

νkj (n) = Ik(Γ)−
2∑
s=1

resλ=∞sd ∈ θ(A(p)− ρ(2)(n)−M (2)),

with the constant Ik(Γ) =
N∑
j=1

∫
αj
λkωj . As stated in [6], we get

N∑
j=1

µj(n) = I1(Γ) + ∂t ln
θ(ρ(1)(n) +M (1) + π(1))

θ(ρ(1)(n) +M (1) + π(2))
≡ I1(γ) + ∂t lnY1,

N∑
j=1

νj(n) = I1(Γ) + ∂t ln
θ(ρ(2)(n) +M (2) + π(2))

θ(ρ(2)(n) +M (2) + π(1))
≡ I1(γ) + ∂t lnY2,

where π(i) =
∫ p0
∞i
ω, i = 1, 2.

From (2.10), (3.6), (3.9), and (3.11), one infers that

qn,t
qn

= −2

N∑
j=1

µj(n)− 2α

N∑
j=1

νj(n)− 2(1 + α)α1 ≡ Q− ∂t(Y1Y α
2 )2,

where Q = −2I1(γ)− 2αI2(γ) + (1 + α)
2N∑
j=1

λj . Thus, we have

qn = eQt(Y1Y
α
2 )−2. (3.20)

Again we have from (2.10), (3.6), and (3.9) that

∂t ln pn = −2α(E − 1)qn = −2α∆qn, (3.21)

∂t ln sn = −2

N∑
j=1

∆νj(n) + 2α∆qn−1. (3.22)

Substituting (3.20) into (3.21) and (3.22) yields the algebro-geometric solutions of the GRTL system.

Remark 3.3. As for study of algebro-geometric solutions of differential equations and discrete lattice equa-
tions, Geng et al. [5, 7, 12–14, 17, 19] have worked out a series of interesting works. By following these
consequences, algebro-geometric solutions of the discrete lattice equations obtained by (3.3) could be gen-
erated, here we do not go on discussing the question.
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4. Reductions of spectral problems and the corresponding discrete integrable hierarchies,
Hamiltonian structures

In the section, we reduce the spectral problem (2.1) and apply the R-matrix theory to generate a
discrete integrable hierarchy whose Hamiltonian structures are obtained by Poisson tensors associated with
Lie brackets of Lie algebras. At first, we simply recall basic notations and some related propositions based
on [1–3].

Definition 4.1. Let g be a Lie algebra. A linear map r : g → g is called the r-matrix if the induced bracket

[a, b]r = [r(a), b] + [a, r(b)], a, b ∈ g

is again a Lie bracket.

Definition 4.2. Let g be a Lie algebra with Lie bracket [a, b], a, b ∈ g. The Lie Poisson bracket on g∗ which
is a dual Lie algebra of g is the Poisson bracket {, } : C∞(g∗)× C∞(g∗)→ C∞(g∗) given by

{f1, f2}(L) =< L, [df1, df2] >,L ∈ g∗, f1, f2 ∈ C∞(g∗),

where < a, b > is an invariant metric on g :< a, b >= tr(ab) = tr(ba), df is the differential of f . It can be
verified that the following formula

{f1, f2}(L) =< [L, df1], r(df2) > − < [L, df2], r(df1) > (4.1)

is a Lie-Poisson bracket associated with [, ]r.
A Poisson tensor related to the bracket (4.1) is formulated by:

{f1, f2}(L) =< df2, P (L)df1 > .

It is easy to compute that
P (L)df = [r(df), L] + r∗(df, L]), (4.2)

where r∗ is the adjoint of r with respect to the trace duality.

Proposition 4.3. The Hamiltonian flow to a Casimir function H is the Lax equation

Lt = P (L)dH = [L, r(dH)]. (4.3)

A natural set of Casimir functions on g is given by

Hq(L) =
1

q + 1
tr(Lq+1), dHq = Lq.

Thus, we have the Hamiltonian structure based on (4.3):

Ltq = [L, r(Lq)] = P (L)dHq+1. (4.4)

Assume the Lie algebra g is decomposed into two proper subalgebras g+, g−, i.e., g = g+ · g−, then the
difference of the projection operators onto these subalgebras

r = P+ − P−

is an r-matrix. Therefore, Eq. (4.4) can be written as

Ltq = [P≥k(L
q), L], k = 0, 1, 2, · · · . (4.5)
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If we choose a Lie algebra g of the shift operators as follows

g = {L =
∑
i<∞

ui(n)Ei}, (4.6)

where Eiu(n) = (Eiu(n))Ei, then we see only two kinds of admissible reductions of (4.6) in the following

k = 0 : L = Eα+n + uα+n−1E
α+n−1 + . . .+ uαE

α, uα+n = 1, (4.7)

k = 1 : L̄ = ūα+nE
α+n + ūα+n−1E

α+n−1 + . . .+ ūα+1E
α+1 + Eα, ūα = 1,

where −n ≤ α ≤ −1. Therefore, Eq. (4.5) exactly becomes

Ltq = 2[P≥k(L
q), L] = [Aq, L], k = 0, 1, (4.8)

where Aq = P≥k(∇Cq) and ∆Cq satisfies Novikov equation [∇Cq, L] = 0. Assume ψ(n) = (ψ1(n), ψ2(n))T ,
Eq. (2.1) is decomposed into a set of discrete equations{

ψ1(n+ 1) = (λ+ pn)ψ1(n) + qnψ2(n),

ψ2(n+ 1) = αλψ1(n) + snψ2(n),

from which we have{
ψ2(n+ 2)− sn+1ψ2(n+ 1) = (λ+ pn)ψ2(n+ 1)− (λ+ pn)snψ2(n) + αλqnψ2(n),

ψ2(n+2)− sn+1ψ2(n+ 1)=[ψ2(n+1)− snψ2(n)+αqnψ2(n)]λ+ pnψ2(n+ 1)− pnsnψ2(n).
(4.9)

If Ψ(n) = ψ(2(n)− snψ2(n) and qn = 0, then (4.9) reduces to

Ψ(n+ 1)− pnΨ(n) = Ψ(n)λ

from which we have a shift operator defined by:

L1 = E − pn. (4.10)

If we set sn = 0 and α = 1
λ , Eψ2(n) = αλψ1(n), then we have

ψ1(n+ 1)− pnψ1(n)− qnE−1ψ1(n) = λψ1(n),

from which a reduced operator from (4.9) is given by

L2 = E − pn − qnE−1. (4.11)

Obviously, (4.10) is a special case of (4.11). Operator (4.11) is again a special one of (4.7), which appears
in [2]. For qn = 1 in (4.8), operator (4.11) is very useful because the Toda lattice equation can be given by:{

qn,t1 = vn(pn − pn−1),
pn,t1 = qn+1 − qn.

When qn = 2, Eq. (4.8) reduces to{
qn,t2 = qn(p2n − p2n−1 − qn+1 + qn−1),

pn,t2 = −qn(pn + pn+1) + qn(pn + pn−1),
(4.12)

which is a generalized Toda lattice (GTL) system. In what follows, we discover the Lax pair of the GTL
system. At first, assuming that

∇C2 = a−1(n)E−2 + a−1(n)E−1 + a0(n) + a1(n)E + a2(n)E2
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and substituting it into the Novikov equation

[L,∇C2] = 0,

we have 

a1(n+ 1)− pna2(n)− a1(n) + a2(n)pn+2 = 0,

a0(n+ 1)− pna1(n)− qna2(n− 1)− a0(n) + a1(n)pn+1 + a2(n)qn+2 = 0,

a−1(n+ 1)− pna0(n)− qna1(n+ 1)− a−1(n) + a0(n)pn + a1(n)qn+1 = 0,

− pna−1(n)− qna0(n− 1) + a−1(n)pn−1 + a0(n)qn + a2(n+ 1)− a2(n) = 0,

− qna−1(n− 1) + a−1(n)qn−1 − pna−2(n) + a−2(n)pn−2 = 0,

a−2(n)qn−2 − qna−2(n− 1) = 0.

Solving the above equations yields

∇C2 = E2 − (pn + pn+1)E + p2n − qn − qn+1 + (pn−1qn + pnqn)E−1 + qnqn−1E
−2.

Therefore, we get
A2 = P≥0∇C2 = E2 − (pn + pn+1)E + p2n − qn − qn+1.

Since
L2ψ(n) = Eψ(n)− pnψ(n)− qnψ1(n) = λψ, ψ1(n) = E−1ψ(n),

we have

E

(
ψ1(n)
ψ(n)

)
= U

(
ψ1(n)
ψ(n)

)
, (4.13)

where

U =

(
0 1
qn λ+ pn

)
.

It is easy to have that

A2ψ1(n) = Eψ(n)− (pn − pn−1)ψ(n) + (p2n−1 − qn − qn−1)ψ1,

A2ψ(n) = (λ2 − qn)ψ(n) + (λ− pn)qnψ1(n),

from which we get
ψ(n)t2 = V2ψ(n),

where

V2 =

(
p2n−1 − qn − qn−1 E − pn + pn−1

(λ− pn)qn λ2 − qn

)
.

In what follows, we want to seek for infinite conservation laws of (4.12). From (4.13), we have

ψ(n+ 1)

ψ(n)
=
ψn+1

ψn
= λ+ pn +

qnψn−1
ψn

. (4.14)

Note Γn = ψn+1

ψn
, then (4.14) is written as

Γn = λ+ pn +
qn

Γn−1
,

from which one infers that

ΓnΓn−1(Γn+1 − Γn)− ΓnΓn−1(pn+1 − pn) + qn+1Γn−1 − qnΓn = 0. (4.15)
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Assuming

Γn =
∞∑
j=1

λ−jw(j)
n ,

and substituting it into (4.15), we have
w(1)
n = γqn+1, w

(2)
n = −γ2pn+1qn+1∆

−1(qn+1qn+2),∑
j+i+k=m

w(j)
n w

(i)
n−1w

(k)
n+1 −

∑
i+j+k=m

w(i)
n w

(j)
n−1w

(k)
n − (pn+1 − pn)

∑
i+j=m

w(i)
n w

(j)
n−1

+ qn+1w
(m)
n−1 − qnw

(m)
n = 0,m ≥ 3,

where γ is a constant. It is easy to calculate that

ψn,t = V2ψn = E2ψ(n)− pn+1Eψ(n)− qn+1Eψ1(n)− pnψ(n) + 2p2n − qnψ(n).

Hence,

ψn,t
ψn

=
ψn+2

ψn
− pn+1Γn − qn+1 − qn − pnΓn + 2p2n,

∂t ln Γn = (E − 1)(Γn+1Γn − pn+1Γn − qn+1 − qn − pnΓn + 2p2n).

(4.16)

Again we have
∂

∂t
Γn = (E − 1)

∂

∂t
lnψn. (4.17)

Denoting
Mn = Γn+1Γn − pn+1Γn − qn+1 − qn − pnΓn + 2p2n, Nn = ln Γn,

then we get from (4.16) and (4.17) that

∂

∂t
N (j)
n = (E − 1)M (j)

n , j = 0, 1, 2, · · · . (4.18)

Besides, we see that

∂

∂t
ln Γn =

∂

∂t
lnw(1)

n +
∂

∂t
(

∞∑
k=1

(−1)k+1λ−k

k
Ωk), (4.19)

where Ω =
∞∑
j=0

λ−j w
(j+2)
n

w
(1)
n

. Accordingly, one infers from (4.18) and (4.19) that

N (0)
n = ln(γq − n+ 1), N (1)

n = −γpn+1∆
−1(qn+1qn+2), . . . ,

M (0)
n = 2p2n − qn+1 − qn,M (1)

n = −γ(pn + pn+1)qn+1, . . . ,

M (m)
n =

∑
i+j=m

w
(i)
n+1w

(j)
n − pn+1w

(m)
n − pnw(m)

n ,m ≥ 2.

In what follows, we want to seek the Hamiltonian structure of the discrete integrable system (4.12) by
applying new approach called variational formulas for discrete vector fields which is different from the way
presented in [1–3]. The gradient of the functional H : g → R presents that

dH =
∑
i

E−i
δH

δui
,

where δH
δui

denotes the variation with respect to discrete vector fields ui. For the discrete lattice system
(4.12), according to the shift operator (4.11), we have

dH2 = E
δH

δ−1
+
δH

δu0
= E

δH

δ−qn
+

δH

δ(−pn)
≡ H−1(n+ 1)E +H0(n). (4.20)
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Substituting (4.20) into (4.2), that is, into

P (L2)dH2 = 2[P≥0(dH2), L2]− 2P>0[dH2, L2]

yields that

P (L2)dH2 = −2qn+1H−1(n+ 1) + 2qnH−1(n) + [2qnH0(n− 1)− 2H0(n)qn]E−1.

Thus, we have(
−qn
−pn

)
t2

=

(
−2H0(n)qn + 2qnH0(n− 1)

−2qn+1H−1(n+ 1) + 2qnH−1(n)

)
=

(
0 −2qn(1− E−1)

−2(E − 1)qn 0

)(
H−1(n)
H0(n)

)
.

Therefore, the Poisson tensor presents

P (L) =

(
0 2qn(1− E−1)

2(E − 1)qn 0

)
,

which is consistent to that presented in [1]. The Hamiltonian structure of (4.12) is given by(
qn
pn

)
t2

= P (L)
δH

δu
.

Remark 4.4. According to the approach, we could derive Hamiltonian structures of other higher-order
discrete lattice systems generated from Eq. (4.8).

Finally, we discover a kind of discrete expanding integrable model of the Toda lattice equation. We first
construct a new integrable hierarchy

L̄tq = [P≥k(L
q), L̄], (4.21)

where L̄ represents an enlarging shit Lie algebra of the Lie subalgebra L presented in (4.7), which can be
expressed by L̄ = L+ L̃, where L̃ is the enlarging part of L. For the shift operator (4.11), we replace −pn
by pn, −qn by vn, then (4.11) can be written as

L = E + pn + vnE
−1.

Now we take the following shift operator

L̄ = vnE
−1 + pn + E + qnE

2 + wnE
3 + rnE

4 =: L1 + L2,

where L1 = vnE
−1 + pn + E,L2 = qnE

2 + wnE
3 + rnE

4.
By making use of the modified Lax representation (4.21), we can generate the following discrete integrable

system 

vn,t1 = pnvn − vnpn−1,
pn,t1 = vn+1 − vn,
qn,t1 = pnqn − qnpn+2,

wn,t1 = pnwn + qn+1 − wnpn+1,

rn,t1 = pnrn − wn − rnpn+4,

rn+1 − rn = 0.

(4.22)

Taking rn = 1, we find that Eq. (4.22) reduces to
vn,t1 = vn(pn − pn−1),
pn,t1 = vn+1 − vn,
qn,t1 = qn(pn − pn+2),

(pn−pn+2)t1 = (pn+4 − pn)(pn+1 − pn) + qn+1.

(4.23)

Taking qn = pn = 0, we notice that Eq. (4.23) reduces to the Toda lattice system.
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