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#### Abstract

In this paper, we establish and perfect the dualities among the Laplace transform (LT), Laplace-Carson transform (LCT), Sumudu transform (ST), and a novel integral transform (NIT). In addition, some novel properties of the NIT are explored and the NIT is applied to solve some partial differential equations (PDEs). ©2017 all rights reserved.
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## 1. Introduction

As the convenient mathematical tool, numerous Integral transforms (ITs) were proposed to focus on the analytic solutions of differential and integral equations involving multiple fields, which included physics, chemistry, as well as economy [7, 18]. For instance, Eltayeb and Kılıçman [9] proved the existence of solution for the wave propagation by Laplace transform (LT). Atangana and Baleanu [4] handled the fractional advection-dispersion equation. Yang et al. [19] derived the exact solution on the problem of fractional LC-electric circuit. Kudinov [13] explored the heat-exchange problem by Laplace-Carson transform (LCT). Kang et al. [11] analyzed American strangle-options problem. Watugala [15] discussed the control engineering problem by Sumudu transform (ST). Atangana solved the Keller-Segel equation in [2] and the fractional Fisher's reaction-diffusion equation in [3]. Recently, a new integral transform (NIT) [17], similar to the LT, LCT, and ST was proposed to find the exact solution of the ordinary differential heat-transfer equation. However, the dualities of the above different ITs and some properties of the NIT are still imperfect. Meanwhile, the NIT has not been applied to solve the PDEs.

In view of the above proposed idea, the brief objective of this paper is focused on:

1. Establishment of the dualities among the NIT, LT, LCT and ST.
2. Discussions about some novel properties of the NIT.
3. Application in solving the PDEs by the NIT.

The remainder of the current paper is arranged as follows. In Section 2, we establish and perfect the

[^0]dualities among the LT, LT, LCT, ST, and NIT, as well as develop a few novel properties of the NIT. In Section 3, we solve some PDEs by the NIT. Finally, in Section 4, the outcomes are summarized.

## 2. The NIT (new integral transform)

### 2.1. Definitions and dualities

Firstly, the definitions of the NIT, LT, LCT, and ST are reviewed as follows.
Definition 2.1 ([17]). The NIT of the real function $\omega(\lambda), \lambda>0$, is defined by

$$
\Omega(\gamma)=N_{I}[\omega(\lambda)]=\frac{1}{\gamma} \int_{0}^{\infty} \omega(\lambda) e^{-\gamma \lambda} d \lambda, \gamma>0
$$

where $\mathrm{N}_{\mathrm{I}}$ is the NIT operator.
Definition 2.2 ([5]). The LT of the real function $\omega(\lambda), \lambda>0$, is defined by

$$
\mathrm{F}(\gamma)=\mathrm{L}[\omega(\lambda)]=\int_{0}^{\infty} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda, \gamma>0
$$

where $L$ is the LT operator.
Definition 2.3 ([8]). The LCT of the real function $\omega(\lambda), \lambda>0$, is defined by

$$
L_{c}(\gamma)=C[\omega(\lambda)]=\gamma \int_{0}^{\infty} \omega(\lambda) e^{-\gamma \lambda} d \lambda, \gamma>0
$$

where $C$ is the LCT operator.
Definition 2.4 ([1]). The ST of the real function $\omega(\lambda), \lambda>0$, is defined as

$$
\Psi(\gamma)=S[\omega(\lambda)]=\frac{1}{\gamma} \int_{0}^{\infty} \omega(\lambda) e^{-\frac{1}{\gamma} \lambda} d \lambda, \gamma>0
$$

where $S$ is the ST operator.
Comparisons of the above different ITs in their definitions display that much deeper connections occur among them. Belgacem et al. [6] had analyzed the duality between LT and ST in detail. Here, depending on the definitions of the different ITs, we prove and perfect the dualities among the LT, LCT, ST and NIT. The dualities are demonstrated in Figure 1.


Figure 1: The duality relation graph among the LT, LCT, ST and NIT.
A. (The duality of the NIT and LT)

$$
\begin{equation*}
\Omega(\gamma)=N_{I}[\omega(\lambda)]=\frac{1}{\lambda} \int_{0}^{\infty} \omega(\lambda) e^{-\gamma \lambda} d \lambda=\frac{1}{\gamma} F(\gamma), \gamma>0 . \tag{2.1}
\end{equation*}
$$

B. (The duality of the NIT and LCT)

$$
\Omega(\gamma)=\mathrm{N}_{\mathrm{I}}[\omega(\lambda)]=\frac{1}{\gamma^{2}}\left(\gamma \int_{0}^{\infty} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda\right)=\frac{1}{\gamma^{2}} \mathrm{~L}_{\mathrm{c}}(\gamma), \gamma>0 .
$$

C. (The duality of the NIT and ST)

$$
\Omega(\gamma)=\mathrm{N}_{\mathrm{I}}[\omega(\lambda)]=\frac{1}{\gamma^{2}}\left(\gamma \int_{0}^{\infty} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda\right)=\frac{1}{\gamma^{2}} \Psi\left(\frac{1}{\gamma}\right), \gamma>0 .
$$

As shown in Figure 1, the close duality relation may indicate that the NIT is of similar properties to LT, LCT and ST. Also, the NIT may be equivalent in function to the LT, LCT and ST for getting the analytic solutions of the PDEs. Therefore, we next derive some properties of the NIT and calculate several examples of PDEs.
2.2. The novel properties of the NIT
(T1): If $\Omega(\gamma)=N_{\text {I }}[\omega(\lambda)], \gamma>0, \lambda>0$, then we have

$$
\begin{equation*}
N_{I}\left[\omega^{(n)}(\lambda)\right]=\gamma^{n} \Omega(\gamma)-\gamma^{n-2} \Omega(0)-\gamma^{n-3} \omega^{(1)}(0)-\cdots-\omega^{(n-2)}(0)-\frac{\omega^{(n-1)}(0)}{\gamma}, \tag{2.2}
\end{equation*}
$$

where, $\omega^{(n)}(\lambda)$ is the $n$-order derivative of $\omega(\lambda)$.
(T2): If $\Omega(\gamma)=\mathrm{N}_{\mathrm{I}}[\omega(\lambda)], \gamma>0, \lambda>0$, then we obtain

$$
\Omega^{\prime}(\gamma)=-\frac{1}{\gamma} N_{I}[\omega(\lambda)]-N_{I}[\lambda \omega(\lambda)],
$$

where, $\Omega^{\prime}(\gamma)$ is the derivative of $\Omega(\gamma)$.
(T3): Supposing that $\omega(\lambda), \lambda>0$, is a periodic function with period $T(\omega(\lambda+T)=\omega(\lambda),(T>0))$, we have

$$
\mathrm{N}_{\mathrm{I}}[\omega(\lambda)]=\frac{1}{\gamma\left(1-e^{-\gamma T}\right)} \int_{0}^{T} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda, \gamma>0 .
$$

(T4): If $\Omega_{1}(\gamma)=\mathrm{N}_{\mathrm{I}}\left[\omega_{1}(\lambda)\right]$ and $\Omega_{2}(\gamma)=\mathrm{N}_{\mathrm{I}}\left[\omega_{2}(\lambda)\right], \gamma>0, \lambda>0$, then we have the NIT of convolution [12] as follows:

$$
\Omega\left[\omega_{1}(\lambda) * \omega_{2}(\lambda)\right]=\gamma \Omega_{1}(\gamma) \times \Omega_{2}(\gamma),
$$

where

$$
\omega_{1}(\lambda) * \omega_{2}(\lambda)=\int_{0}^{\lambda} \omega_{1}(\theta) \times \varphi_{2}(\lambda-\theta) \mathrm{d} \theta .
$$

Proof.
(T1):

$$
\begin{align*}
\mathrm{N}_{\mathrm{I}}\left[\omega^{(n)}(\lambda)\right] & =\frac{1}{\gamma} \int_{0}^{\infty} \omega^{(n)}(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda \\
& =\left.\frac{1}{\gamma}\left[\omega^{(n-1)}(\lambda) e^{-\gamma \lambda}\right]\right|_{0} ^{\infty}+\gamma \mathrm{N}_{I}\left[\omega^{(n-1)}(\lambda)\right]  \tag{2.3}\\
& =-\frac{\omega^{(n-1)}(0)}{\gamma}+\gamma \mathrm{N}_{I}\left[\omega^{(n-1)}(\lambda)\right] .
\end{align*}
$$

Noting the recurrence relation in Eq. (2.3), we have

$$
\mathrm{N}_{\mathrm{I}}\left[\omega^{(n)}(\lambda)\right]=\gamma^{n} \Omega(\gamma)-\gamma^{n-2} \omega(0)-\gamma^{n-3} \omega^{(1)}(0)-\cdots-\omega^{(n-2)}(0)-\frac{\omega^{(n-1)}(0)}{\gamma} .
$$

(T2): Employing the subsection integration, we have

$$
\Omega^{\prime}(\gamma)=\left[\int_{0}^{\infty} \frac{1}{\gamma} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda\right]^{\prime}=-\frac{1}{\gamma} \mathrm{~N}_{\mathrm{I}}[\omega(\lambda)]-\mathrm{N}_{\mathrm{I}}[\lambda \omega(\lambda)] .
$$

(T3):

$$
\mathrm{N}_{\mathrm{I}}[\omega(\lambda)]=\frac{1}{\gamma} \int_{0}^{\infty} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda=\frac{1}{\gamma}\left[\int_{0}^{T} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda+\int_{T}^{\infty} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda\right] .
$$

Let $\mathfrak{u}=\lambda-T$. Then, we obtain

$$
\int_{T}^{\infty} \omega(\lambda) e^{-\gamma \lambda} d \lambda=\int_{0}^{\infty} \omega(\mathfrak{u}) e^{-\gamma(u+T)} d u=e^{-\gamma T} \int_{0}^{\infty} \omega(u) e^{-\gamma u} d u
$$

and

$$
\begin{aligned}
\mathrm{N}_{\mathrm{I}}[\omega(\lambda)]=\frac{1}{\gamma} \int_{0}^{\infty} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda & =\frac{1}{\gamma}\left[\int_{0}^{T} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda+e^{-\gamma T} \int_{0}^{\infty} \omega(u) e^{-\gamma u} \mathrm{~d} u\right] \\
& =\frac{1}{\gamma} \int_{0}^{T} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda+e^{-\gamma \mathrm{T}} \mathrm{~N}_{\mathrm{I}}[\omega(\lambda)] .
\end{aligned}
$$

Finally, we have

$$
\mathrm{N}_{\mathrm{I}}[\omega(\lambda)]=\frac{1}{\gamma\left(1-e^{-\gamma T}\right)} \int_{0}^{T} \omega(\lambda) e^{-\gamma \lambda} \mathrm{d} \lambda
$$

(T4):

$$
\begin{aligned}
\mathrm{N}_{\mathrm{I}}\left[\omega_{1}(\lambda) * \omega_{2}(\lambda)\right]=\frac{1}{\gamma} \int_{0}^{\infty}\left(\omega_{1}(\lambda) * \omega_{2}(\lambda)\right) e^{-\gamma \lambda} \mathrm{d} \lambda & =\frac{1}{\gamma} \int_{0}^{\infty}\left[\int_{0}^{\lambda} \omega_{1}(\theta) \times \omega_{2}(\lambda-\theta) \mathrm{d} \theta\right] e^{-\gamma \lambda} \mathrm{d} \lambda \\
& =\frac{1}{\gamma} \int_{0}^{\infty} \omega_{1}(\theta)\left[\int_{\theta}^{\infty} \omega_{2}(\lambda-\theta) e^{-\gamma \lambda} \mathrm{d} \lambda\right] \mathrm{d} \theta .
\end{aligned}
$$

Let $u=\lambda-\theta$. Then, we have

$$
\int_{\theta}^{\infty} \varphi_{2}(\lambda-\theta) e^{-\gamma \lambda} d \lambda=\int_{0}^{\infty} \omega_{2}(u) e^{-\gamma(\theta+u)} d u=\gamma e^{-\gamma \theta} \Omega_{2}(\gamma)
$$

Finally, we have

$$
\Omega\left[\omega_{1}(\lambda) * \omega_{2}(\lambda)\right]=\gamma \Omega_{1}(\gamma) \times \Omega_{2}(\gamma) .
$$

## 3. Solving the partial differential equations by the NIT

Example 3.1. Let us consider the following diffusion equation in a semi-infinite domain [10]:

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}=k \frac{\partial^{2} u(x, t)}{\partial x^{2}}, \quad x>0, \quad t>0, \tag{3.1}
\end{equation*}
$$

where k is the thermal diffusivity.

The initial-value condition (IC) and boundary-value conditions (BC) are

$$
\left\{\begin{array}{l}
\mathfrak{u}(x, 0)=0 \quad(\mathrm{IC}),  \tag{3.2}\\
\mathfrak{u}(0, t)=\mathrm{c}, \quad \mathfrak{u}(\infty, t)=B V \quad(\mathrm{BC}),
\end{array}\right.
$$

respectively, where $c$ is a real constant and $B V$ is bounded.
By applying Eq. (2.2), when $n=1$, the one-dimensional NIT of Eq. (3.1) with respect to $t$ is performed as follows:

$$
\begin{equation*}
\mu \Omega(x, \gamma)-\frac{u(x, 0)}{\gamma}=k \Omega^{(2)}(x, \gamma) . \tag{3.3}
\end{equation*}
$$

Correspondingly, the boundary conditions in Eq. (3.2) become

$$
\left\{\begin{array}{l}
\Omega(0, \gamma)=\frac{c}{\gamma^{2}}  \tag{3.4}\\
\Omega(\infty, \gamma)=B V .
\end{array}\right.
$$

Substitution of $\mathfrak{u}(x, 0)=0$ into Eq. (3.3) results in

$$
\begin{equation*}
\gamma \Omega(x, \gamma)=k \Omega^{(2)}(x, \gamma) . \tag{3.5}
\end{equation*}
$$

Then, using the eigenvalues of Eq. (3.5) given by $[14] \pm \sqrt{\gamma / k}$, we have

$$
\begin{equation*}
\Omega(x, \gamma)=C_{1} e^{\sqrt{\frac{\gamma}{k}} x}+C_{2} e^{-\sqrt{\frac{\gamma}{k}} x} . \tag{3.6}
\end{equation*}
$$

Additionally, considering the boundary conditions (3.4), we obtain

$$
\left\{\begin{array}{l}
\mathrm{C}_{1}+\mathrm{C}_{2}=\frac{\mathrm{c}}{\gamma^{2}}  \tag{3.7}\\
\mathrm{C}_{1}=0
\end{array}\right.
$$

Substituting Eq. (3.7) into Eq. (3.6), we have

$$
\begin{equation*}
\Omega(x, \gamma)=\frac{c}{\gamma^{2}} e^{-\sqrt{\frac{\gamma}{k}} x} . \tag{3.8}
\end{equation*}
$$

Furthermore, from the literature [7,10], the LT of $c \times \operatorname{erfc}(x /(2 \sqrt{k t}))$ with respect to $t$ is as follows:

$$
F(\gamma)=L\left[c \times \operatorname{erfc}\left(\frac{x}{2 \sqrt{k t}}\right)\right]=\frac{c}{\gamma} e^{-\sqrt{\frac{\gamma}{k}} x},
$$

where the complementary error function is [7]:

$$
\operatorname{erfc}(x)=1-\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} e^{-t^{2}} d t
$$

Using the duality of the NIT and LT in Eq. (2.1), the NIT of $c \times \operatorname{erfc}(x /(2 \sqrt{k t}))$ is obtained:

$$
\Omega(\gamma)=N_{I}\left[c \times \operatorname{erfc}\left(\frac{x}{2 \sqrt{k t}}\right)\right]=\frac{1}{\gamma} F(\gamma)=\frac{c}{\gamma^{2}} e^{-\sqrt{\frac{\gamma}{k}} x} .
$$

Finally, we calculate the inverse NIT for Eq. (3.8) with respect to $t$ and obtain:

$$
\begin{equation*}
u(x, t)=c \times \operatorname{erfc}\left(\frac{x}{2 \sqrt{k t}}\right) . \tag{3.9}
\end{equation*}
$$

Eq. (3.9) is the same as the solution of diffusion equation by employing the LT in [10] with special initial and boundary conditions.

Example 3.2. Let us solve the following equation with an initial value:

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial x}=2 \frac{\partial u(x, t)}{\partial t}+u \tag{3.10}
\end{equation*}
$$

where, $x>0, t>0$, and $u(x, t)$ is bounded.
The IC is

$$
u(x, 0)=6 e^{-3 x}
$$

Taking the NIT of Eq. (3.10) with respect to $t$, we obtain the ordinary differential equation

$$
\begin{equation*}
\Omega^{\prime}(x, \gamma)-(2 \gamma+1) \Omega(x, \gamma)=-\frac{12}{\gamma} e^{-3 x} \tag{3.11}
\end{equation*}
$$

Applying the integral factor (IF) method, we have the solution of Eq. (3.11):

$$
\begin{equation*}
\Omega(x, \gamma)=\frac{6}{\gamma(\gamma+2)} e^{-3 x}+C e^{(2 \gamma+1) x} \tag{3.12}
\end{equation*}
$$

where, the IF is $e^{-(2 \mu+1) x}$.
Because $\Omega(x, \gamma)$ is bounded, $C$ is 0 .
Computing the inverse NIT of Eq. (3.12), we have

$$
\begin{equation*}
u(x, t)=6 e^{-2 t} \times e^{-3 x}=6 e^{-2 t-3 x} . \tag{3.13}
\end{equation*}
$$

Eq. (3.13), by contrast, has same result by ST method in literature [16]. From Examples 3.1 and 3.2, we can see that the NIT is efficient to solve partial differential equations like LT or ST.

## 4. Conclusions

In this work, we graphically illustrated the dualities among the LT,LCT, ST, and NIT. The close duality relations indicate that the NIT may be similar in properties to LT, LCT, and ST, as well as be equivalent in function to get the analytic solution of the PDEs. Derivations of several properties for the NIT and the examples of PDEs support the above conclusions. The NIT, as a new integral transform, can be applied to solve many partial differential equations like LT, LCT, or ST effectively.

## Acknowledgment

This work is financially supported by the National Natural Science Foundation of China (No. 51404250), and the State Key Research Development Program of the People's Republic of China (Grant No. 2016YFC0600705), the Priority Academic Program Development of the Jiangsu Higher Education Institutions (PAPD2014) and Sichuan Sci-Technology Support Program (2012FZ0124).

## References

[1] M. A. Asiru, Sumudu transform and the solution of integral equations of convolution type, Internat. J. Math. Ed. Sci. Tech., 32 (2001), 906-910. 2.4
[2] A. Atangana, Extension of the Sumudu homotopy perturbation method to an attractor for one-dimensional Keller-Segel equations, Appl. Math. Model., 39 (2015), 2909-2916. 1
[3] A. Atangana, On the new fractional derivative and application to nonlinear Fisher's reaction-diffusion equation, Appl. Math. Comput., 273 (2016), 948-956. 1
[4] A. Atangana, D. Baleanu, Modelling the advancement of the impurities and the melted oxygen concentration within the scope of fractional calculus, Int. J. Nonlin. Mech., 67 (2014), 20-27. 1
[5] R. J. Beerends, H. G. ter Morsche, J. C. van den Berg, E. M. van de Vrie, Fourier and Laplace transforms, Translated from the 1992 Dutch edition by Beerends, Cambridge University Press, Cambridge, (2003). 2.2
[6] F. B. M. Belgacem, A. A. Karaballi, S. L. Kalla, Analytical investigations of the Sumudu transform and applications to integral production equations, Math. Probl. Eng., 58 (2003), 103-118. 2.1
[7] L. Debnath, D. Bhatta, Integral transforms and their applications, Third edition, CRC Press, Boca Raton, FL, (2015). 1, 3.1, 3.1
[8] C. Donolato, Analytical and numerical inversion of the Laplace-Carson transform by a differential method, Comput. Phys. Comm., 145 (2002), 298-309. 2.3
[9] H. Eltayeb, A. Kılıçman, A note on solutions of wave, Laplace's and heat equations with convolution terms by using a double Laplace transform, Appl. Math. Lett., 21 (2008), 1324-1329. 1
[10] U. Graf, Applied Laplace transforms and z-transforms for scientists and engineers, A computational approach using a Mathematica package, With 1 CD-ROM (Windows and LINUX), Birkhäuser Verlag, Basel, (2004). 3.1, 3.1, 3.1
[11] M.-J. Kang, J.-K. Jeon, H.-J. Han, S.-M. Lee, Analytic solution for American strangle options using Laplace-Carson transforms, Commun. Nonlinear Sci. Numer. Simul., 47 (2017), 292-307. 1
[12] A. Kılıçman, H. Eltayeb, R. R. Ashurov, Further analysis on classifications of PDE(s) with variable coefficients, Appl. Math. Lett., 23 (2010), 966-970. 2.2
[13] V. A. Kudinov, Approximate solutions of nonstationary junction heat-exchange problems for laminar fluid flow in channels, J. Eng. Phy. Thermophys., 51 (1986), 1326-1331. 1
[14] A. D. Polyanin, V. F. Zaitsev, Handbook of exact solutions for ordinary differential equations, CRC Press, Boca Raton, FL, (1995). 3.1
[15] G. K. Watugala, Sumudu transform: a new integral transform to solve differential equations and control engineering problems, Internat. J. Math. Ed. Sci. Tech., 24 (1993), 35-43. 1
[16] S. Weerakoon, Application of Sumudu transform to partial differential equations, Internat. J. Math. Ed. Sci. Tech., 25 (1994), 277-283. 3
[17] X.-J. Yang, A new integral transform with an application in heat-transfer problem, Therm. Sci., 20 (2016), 677-681. 1, 2.1
[18] X.-J. Yang, A new integral transform operator for solving the heat-diffusion problem, Appl. Math. Lett., 64 (2017), 193197. 1
[19] X.-J. Yang, J. T. Machado, C. Cattani, F. Gao, On a fractal LC-electric circuit modeled by local fractional calculus, Commun. Nonlinear Sci. Numer. Simul., 47 (2017), 200-206. 1


[^0]:    *Corresponding author
    Email addresses: xliang@cumt.edu.cn (Xin Liang), jsppw@sohu.com (Feng Gao), yngao@cumt.edu.cn (Ya-Nan Gao), dyangxiaojun@163.com (Xiao-Jun Yang)
    doi:10.22436/jnsa.010.02.18
    Received 2016-12-07

