Available online at www.isr-publications.com/jnsa
J. Nonlinear Sci. Appl., 10 (2017), 922-928

Research Article

ISSN : 2008-1898

e Soences
S 2,

Y,

Journa/
2.
;
RN
Q
€)
Suopeond®

or,

Journal of Nonlinear Sciences and Applications

PuEicanoss
Journal Homepage: www.tjnsa.com - www.isr-publications.com/jnsa

Positive and negative solutions of impulsive functional differential equations

Yanhui Ding®*, Min ChenP

4School of Information Science and Engineering, Shandong Normal University, Ji'nan, 250014, P. R. China.
bZzaozhuang Urban Utilities and Landscaping Bureau, Shandong, 277800, P. R. China.

Communicated by X. Liu

Abstract

This paper considers the global existence of positive and negative solutions for impulsive functional differential equations
(IFDEs). First, we introduce the concept of e-unstability to IFDEs and establish some sufficient conditions to guarantee the
e-unstability via Lyapunov-Razumikhin method. Based on the obtained results, we present some sufficient conditions for the
global existence of positive and negative solutions of IFDEs. An example is also given to demonstrate the effectiveness of the
results. (©2017 All rights reserved.

Keywords: Impulsive functional differential equations (IFDEs), global existence, Lyapunov-Razumikhin method, positive
solution, negative solution.
2010 MSC: 34K20, 34K45.

1. Introduction

It is known that the theory of impulsive differential equations has become an important area of investi-
gation and attracted many researchers’ attention in recent years stimulated by their numerous applications
to problems arising in mechanics, electrical engineering, medicine, biology, ecology, etc. Many classical
problems have been extended to impulsive systems. We refer the reader to some papers and books by
Bainov and Simeonov [2, 3], Lakshmikantham et al. [6-8], Gopalsamy and Zhang [5], and [1, 4, 12] among
others.

On the other hand, the method of Lyapunov-Razumikhin functions has been widely applied to dy-
namical analysis of various delay differential equations, especially in the area of stability for IFDEs, see
[4, 9-16] and the references therein. The idea of this method originated with Lyapunov (1892) for the
ordinary differential equations and was developed by Razumikhin (1956) to delay differential equations.
A manifest advantage of this method is that it can exhibit the dynamics of systems and does not require
the knowledge of solutions of systems. Since that, one may naturally ask whether it can be applied to
the investigation of existence problems of positive and negative solutions? In other words, can we es-
tablish some Lyapunov-Razumikhin type conditions to guarantee the existence of positive and negative
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for IFDEs? However, to the best of author’s knowledge, so far there is almost no result of Lyapunov-
Razumikhin type on the existence of positive and negative solutions for IFDEs and the aim of this paper
is to close this gap.

In this paper, we shall develop the Lyapunov-Razumikhin method to study the existence problems
of positive and negative solutions for IFDEs. In order to do this, we first introduce the concept of e-
unstability to IFDEs and establish some sufficient conditions to guarantee the ¢-unstability via Lyapunov-
Razumikhin method. Based on the obtained results, we present some sufficient conditions for the global
existence of positive and negative solutions of IFDEs. An example is given to demonstrate the effectiveness
of the results.

2. Preliminaries

Let R denote the set of real numbers, R, the set of positive real numbers, Z the set of posi-
tive integers, and R™ the n-dimensional real space equipped with the Euclidean norm [e|. K = {a €
C(Ry,Ry)[ a(0) =0 and a(s) > 0 for s > 0, a is strictly increasing in s and tends to infinite as s tends
to infinite}. C(S,V) = {¢ : S — V is continuous} and PC(S,V) = {¢ : S — V is continuous every-
where except at finite number of points t, at which @(t™), @(t) exist and @(t*) = ¢(t)}. In particular, let
PC,; = PC([-,0],R). For ¢ € PC,, the norm of ¢ is defined by ||¢|l, = max_r<o<o|®(0)l.

Consider the following IFDEs:

X/(t) = f(t/ Xt)/ te [tk—ll tk)/
Axle—t, = x(tx) —x(ty,) = Le(ti, x(ty ), k€ Zy, (2.1)
Xty = d)(S), —T<s < O/

where ¢ € PC,, the impulse times ty satisfy 0 < tp < t; < ... < tx = oo as k — oo and x' denotes
the right-hand derivative of x. For each t > tg, x¢,x¢- € PC, are defined by x¢(s) = x(t +s), x¢(s) =
x(t” +s),s € [-1,0].
In this paper, we make the following assumptions:
(H1) f:[tk—1,tk) x PCr = R,k € Z is continuous and f(t,0) = 0. For any ¢ € PC,, k € Z, the limit
lim(tle)ﬁ(tgl(p) f(t,0) = f(t,, @) exists.
(H2) f(t, @) is Lipschitzian in ¢ in each compact set in PC,.
(Hz) Ix(t,x) : Ry xR = R,k € Z_ is continuous and Ix(t,0) = 0. For any p > 0, there exists a p; € (0, p)
such that x € S(p;) implies that x + Iy (tx, x) € S(p), where S(p) ={x: x| < p,x € R}.
(Hg) For @ € PC,,[|dllro = min_,<o<ol@(0)] > 0 holds.
(Hs) For any (t,x) € Ry xR, x[x+Ix(t,x)] > 0 holds forall k € Z.

Remark 2.1. Under the assumptions (Hj)-(Hs), the initial value problem (2.1) exists with a unique solution
which can be written in the form x(t, to, ¢), see [4, 13] for details. Assumptions (H4) and (Hs) are given
for later use.

Definition 2.2. The function V : [-1,00) x PC; — R} belongs to class vy if

(H1) Vis continuous on each of the sets [ty _1,t) x PC; and lim(
(H2) V(t, @) is locally Lipschitzian in ¢ and V(t,0) = 0.

Loy — (o) V(L @1) = VI, @2) exists;

Definition 2.3. Let V € vy, for any (t,\) € [tx_1,tx) X PCy, the upper right-hand Dini derivative of V
along the solution of system (2.1) is defined by

D*V(t,(0)) = limsup %{V(t +h,¥(0) + hf(t,P)) — V(t, P (0))}
h—0+

Definition 2.4. Assume that x(t) = x(t,tp, ¢) is the solution of system (2.1) through (tg, ¢). Then the
trivial solution of system (2.1) is said to be
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1. e-unstable, if for any ¢ > 0 and ty > 0, there exists a & = 8(tp, ¢) > 0 such that [|p[l,p > & implies
Ix(t)] > ¢e,t > to;

2. uniformly e-unstable, if § is independent of t.

3. g-unstability results

In this section, we shall establish some sufficient conditions to guarantee the e-unstability of the trivial
solution of system (2.1) by using Lyapunov-Razumikhin method and some analysis techniques.

Theorem 3.1. Assume that (Hi)-(Ha) hold. If there exist some functions wi,wy € K,c € C(Ry,Ry),p €
PC(R4+, R4 ),V € vy, and constants q > 1,0 >0, By € [0,1), k € Z_ such that

1) willx]) < V(t,x) <wa(lxl), (t, X) [to —T,00) X R;

(i) DTV(t,¥(0)) = —p(t)c(V(t,¥(0))), forall t € [tx_1,tk), k € Zwhenever qV(t+ 6,V (0)) = V(t,¥(0)),
for © € [—r,0] and P € PC;;

(i) V(ti, $(0) + I (t, W) = q(1 — Br)V(t,, W(0)) for all (ty,b) € Ry x PCy, and infrnez, [T, (1
Bx) >0;

(iv)

as g e
inf J TL‘) Lkl p(s)ds > 0 forallk € Z.,.

Then the trivial solution of system (2.1) is uniformly e-unstable.

Proof. Let x(t) = x(t,to, ¢) be the solution of system (2.1) through (to, $). For any ¢ > 0, choose 3 =
B(e) >0and & = &(e) > 0 such that

wa(e) < owp(B) < wi(B) < gwi(B) < wq(d), 3.1)
where o
Gimi££+ (1—-Bx) >0
k=1

For the sake of brevity, let V(t) = V(t,x(t)). Next we show that for any ¢ € PCy, ||$||ro = & implies

m—1
> [T =Bwi(B), t€ltm 1, tm), meZy,
k=0

where (39 = 0. First, we show that V(t) > w(f),t € [to, t1). Suppose not, then there exists some t € [to, t1)
such that V(t) < w1(B). Let t = inf{t € [to, t1), V(t) < w1(B)}. It follows from (3.1) that V(ty) > wy(d) >
wi1(B). Then it is obvious that t > ty, V(t) =wi(B), and V(t) = w1 (B), t € [to, t]. In view of |||+0 = 0, we
get

V(t) > wi(B),t € [tg—r, 1. (3.2)

Since V(tg) > qwi(B), we further define t = sup{t € [to,t], V(t) > qwi(p)}. Obviously, t < t, V(t) =
gwi(B). Together with (3.2), we get wi(B) < V(t) < gwi(B),t € [t t]. Thus it can be deduced that
qV(t+0) = qwi(B) > V(t),0 € [-,0], t € [t t], which implies that DTV(t,{(0)) > —p(t)c(V(t,P(0)))
for t € [t, t]. Hence, we get

inf
s>0Jg

J'qs du J'qW1(f5) du JV(t) du
<
wi(p) c(u)

cw S v c(uﬁf P“”d“q plujdy,

which is a contradiction with condition (iv). Thus we obtain V(t) > w1(B), t € [tg,t1). Also, we have

V(t1) = q(1—B1)V(t;) = q(1—B1)wi(B).
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Now we suppose that

m—1
H 1—Bx)wi(B), t € [tm—1,tm),
k=0

" fort<m<N, NeZ,. (3.3)
/ q H 1 - Bk Wl
k=0
Next we show that N
H (1—Bi)wi(B), t € [tn, tnpr) (3.4)
k=0
For the sake of brevity, we define
N-1
B=]]1—Bxwi(p)
k=0

It follows from (3.3) that

V(t) 2 ]Bl te [tO -, tN )/ (3 5)
V(tn) = q(1—Bn)B '
Then we only need prove that V(t) > (1 —pn)B, t € [tn, tn41). Suppose not, then there exists some
t € [tn, tnyg1) such that V(t) < (1 —Bn)B. Let t* = inf{t € [tn, tne1), V() < (1 —Bn)B), then t* >

tn, V() = (1—Bn)Band V(t) > (1 —Bn)B, t € [tn, t*], which, together with (3.5), yields
V(t) > (1-Bn)B, t € fto—T,t*]. (3.6)

Note that V(tn) > q(1 — Bn)B, we further define t* = sup{t € [tn,t*], V(t) > q(1 — Bn)B}, then
t* < t*, V(t*) = q(1—Bn)B and (1—Bn)B < V(t) < q(1—Bn)B, t € [t*, t*]. It follows from (3.6)
and the above inequality that qV(t+0) > q(1 —3n)B > V(t),0 € [-,0], t € [t*, t*], which implies that
DTV(t,P(0)) = —p(t)c(V(t,P(0))) for t € [t*,t*]. Hence, we get

qs q(1—pnN)B d V(t*) d t* tN1
ian dugj u:J ugJ p(u)duéj p(u)du,
s>0J)s c(u) " Ju—pys cu)  Jve clu) . tn

which is a contradiction and we have proven (3.4) holds.
By the method of induction, in general, we get

m
> [ [ =BIwi(B), t € [tm, tmi1), m € Zy,
k=0

which implies that

?

m
wa( > [ (1= Biwi(B) = owi(B) = wale), t > to,
k=0

ie.,
x(t)>¢e, t=>to.

Thus the trivial solution of system (2.1) is uniformly e-unstable. The proof of Theorem 3.1 is therefore
complete. O

Corollary 3.2. Assume that (Hy)-(Hg4) hold. If there exist some functions w1, wy € K,V € vq, and some constants
p>0,9g>1,0>0, Bx €10,1), k € Z4 such that
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(1) willxl) < V(t,x) < wa(lxl), (t,x) € [to—T,00) X R;
(i) DTV(t,¥(0)) = —pVI(t, ¥(0)), for all t € [tx_1,tx), k € Zwhenever qV(t+ 0,P(0)) > V(t, ¥ (0)), for
0 € [-r,0] and P € PCy;
(it) V(ti, W(0) + Li(ti, W) > q(1 —Br)V(t, ¥(0)) for all (tx, ¥) € Ry x PCy, and infrez, [T (1 -
Bx) >0;
(iv) te—ti1 < 9, forall ke Z,.

Then the trivial solution of system (2.1) is uniformly e-unstable.

Remark 3.3. Theorem 3.1 presents some sufficient conditions from the view of impulsive control to ensure
the uniform e-unstability. In fact, the e-unstability can also be derived from the view of impulsive per-
turbation. Next we shall give the main result and its proof is similar to Theorem 3.1 and thus omitted
here.

Theorem 3.4. Assume that (H;)-(Hy) hold. If there exist some functions w1, Wy € K,V € vy, and some constants
0>0, Bx €10,1), k € Z, such that
1) wi(lx]) < V(t,x) <wa(lx]), (t,x) € [to—71,00) X R;
(i) DTV(t,¥(0)) >0, forall t € [tx_1,tk), k € Z whenever V(t+ 0,P(0)) > V(t,(0)), for 6 € [—r,0] and
P € PCy;
(i) V(ti, W(0) + Li(ti, ¥)) = (1—Bi) V(t,, W(0)) for all (ty, b) € Ry x PCy, and infrez, [Tz (1—Bi) >
0.

Then the trivial solution of system (2.1) is uniformly e-unstable.

From Theorem 3.4, we can obtain the uniform e-unstability result for system (2.1) without impulsive
effects.

Corollary 3.5. Assume that (H1)-(Hg) hold. If there exist some functions wi, wy € K such that

1) wi(lx]) < V(t,x) <wa(lx]), (t,x) € [to—T1,00) X R;
(i) DTV(t,¥(0)) = 0 for all t > to, whenever V(t+6,9(0)) = V(t,¥(0)) for © € [—,0].

Then the trivial solution of system (2.1) without impulsive effects is uniformly e-unstable.

4. Global existence of positive and negative solutions

Based on the obtained results in Section 3, we next study the global existence of positive and negative
solutions for system (2.1).

Theorem 4.1. Assume that (Hi)-(Hs) hold. If there exist some functions wi,wy € K,c € C(Ry,Ry),p €
PC(Ry, Ry ),V € vy, and constants q > 1,0 >0, Bk € 10,1), k € Z such that

@) wi(lxl) < V(t,x) <wa(lxl), (t,x) € [to—T,00) X R;
(i) DTV(t,x(t)) > —pt)c(V(t,x(t)) for all t € [tx_1,tx), k € Z, whenever qV(t+ 6,x(t+0)) >
V(t,x(t)) for 6 € [-,0];
(i) V(b x(t0) + Tt x(t))) > q(1 — Bro) VIt (1)), and infpmez, TR (1 Bic) > 0;
(iv)
i qus du th (s)ds > 0 forall k € Z
in —_— s)ds >0 forallk € Z,
s>0J)s c(u) ey P *
where x(t) = x(t, to, ) is a solution of system (2.1) with ||$||ro > 0 and &(0) > 0. Then x(t) is a global positive
solution of system (2.1).

Proof. From Theorem 3.1, we know that the trivial solution of system (2.1) is uniformly e-unstable. So
for any ¢ > 0, one may choose 6 = wfl (%wz(e)) such that ||¢|+0 > 6 implies [x(t)] > ¢,t > to, where
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o =infmez, [1roq1(1—Bx) > 0. Note that wy, w;, € K and

lim wfl (ng(s)> =0.

s—0

Thus we can analyze it from another point of view. Since x(t) = x(t,to, ¢) is a solution of system (2.1)
with [|$||ro > 0, we define

(0}
6¢=wwmmne¢=w;(¢mww)

Obviously, for ¢4 > 0, we have [x(t)| > €4, t > to. Then considering the continuity of x(t) on [tg, t;) and
$(0) > 0, we get x(t) > 0,t € [to, t1). From (Hs), it is clear that x(t; ) > 0 implies x(t;) > 0. Similarly,
we get x(t) > 0,t € [ty, t2) in view of the continuity of x(t) on [t;,t2). In this way, we can deduce that
x(t) > 0,t > to. Thus the proof is complete. O

Remark 4.2. It should be noted that in the proof of Theorem 4.1, we are interested in the existence of
positive constant ¢ rather than its concrete value. Moreover, one may find that assumption (Hs) plays an
important role in guaranteeing the global existence of positive (negative) solution.

Corollary 4.3. Under the conditions in Theorem 4.1, assume that x(t) = x(t, to, ¢) is a solution of system (2.1)
with ||¢||vo > 0 and $(0) < 0. Then the solution x(t) is a global negative solution of system (2.1).

Theorem 4.4. Assume that (H;)-(Hs) hold. If there exist some functions wi,wy € K,V € vq, and constants
0c>0, B €10,1), k € Z, such that

(1) willx]) < V(t,x) <wa(lxl), (t,x) € [to, 00) X R;
(i) DTV(t,x(t)) =0 forall t € [tx—1,tk), k € Z., whenever V(t+6,x(t+0)) > V(t,x(t)) for 6 € [—r,0];
(i) V(t, x(t) + Le(ti, x(t))) = (1= Br) V(i x(ty ), and infrez, [Ty (1—Bx) >0,

where x(t) = x(t, to, &) is a solution of system (2.1) with ||$||ro > 0 and &(0) > 0. Then x(t) is a global positive
solution of system (2.1).

Corollary 4.5. Under the conditions in Theorem 4.4, assume that x(t) = x(t, to, ¢) is a solution of system (2.1)
with ||||+0 > 0 and $(0) < 0. Then the solution x(t) is a global negative solution of system (2.1).

Example 4.6. Consider the following IFDEs

0
x'(t) = a(t)x(t) + b(t)J Ix(t+u)lsign(x(t))du, t > 0,t # ty,

Ax(ty) = Ik(x(t)), k€ Zy, (4.1)

x(s) = @(s), s € [-1,0],

where ¢ € PC;,a € C(R4,R),b € C(R{,R4), and r > 0 is a constant. Here we consider the following
two cases:

M Te(s)=(A—1—ABx)s,A>1,

(D T(s) = —Brs, }, where By € [0,1),mig£+]£[1(1 Bi) > 0.

Property 4.7. Case(I). Assume that there exist constants q € (1,A] and p > 0 such that
(P1) —a(t) = Lb() <p, t>0;

1
(P2) tx —tk—1 < r;)q,k €Zy;

(P3) min_r<p<ol®(0)] > 0.
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Then x(t) =x(t,0, @) is a global positive (negative) solution of system (4.1) if ¢(0) > 0 (< 0).

Property 4.8. Case(II). Assume that

(Q1) a(t)+rb(t) =0, t=0;
(Q2) min_,<e<ole@(0) > 0.

Then x(t) = x(t, @) is a global positive (negative) solution of system (4.1) if @(0) > 0 (< 0).

Remark 4.9. Let V(t) = [x(t)], then the results in Properties 4.7 and 4.8 can be easily obtained by Theorems

4.1 and 4.4,

respectively. From among, one may observe that Properties 4.7 and 4.8 present the global

existence of positive (negative) solutions of system (4.1) from the point of view of the impulsive control
and impulsive perturbation, respectively.
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