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Abstract

This paper studies finite-gain L∞ stability from disturbance to output of delayed impulsive systems. By employing the
method of Lyapunov function, several criteria of finite-gain L∞ stability from disturbance to output are established. It shows
that the linear delayed differential systems can be finite-gain L∞ stabilized from disturbance to output using impulsive feedback
control even there is unstable matrix. Moreover, delayed differential equations also may be finite-gain L∞ stable from disturbance
to output under an appropriate sequence of impulses treated as disturbances. Two examples and their simulations are also given
to illustrate our results. c©2017 All rights reserved.
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1. Introduction

Issues of input-output stability and controller design have been under investigation in the last decades
[1, 3, 4, 7, 8, 10, 12–14, 16, 17]. The strength of input-output stability theory is that it provides a method
for anticipating the qualitative behavior of a feedback system with only rough information about the
feedback components [14]. Disturbance considered as one kind of exogenous inputs is frequently a
source of generation of oscillation and instability and poor performance and commonly exists in various
mechanical, biological, physical, chemical engineering, economic systems. In this paper, we will study
disturbance-output property of delayed systems via impulsive control based on the results of input-output
stability analysis.

On the other hand, many physical systems such as the orbital transfer of satellite, ecosystems man-
agement and control of money supply in a financial market are modeled in the impulsive differential
systems. Significant progress has been made in the control theory of impulsive delay differential systems
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in the recent years, see [2, 5, 9, 11] and references therein. However, there is little effort on the study of
disturbance-output property for delayed impulsive systems by Lyapunov method.

Motivated by the aforementioned discussions, we will investigate bounded behaviors of systems for
every bounded disturbance by impulsive control. Impulsive feedback control is designed to guarantee
the output of delayed systems will remain bounded for any bounded disturbance and several criteria of
finite-gain L∞ stability from disturbance to output for delayed impulsive system are established using
the method of Lyapunov function. Our results show that no matter whether the delay-free systems are
unstable or stable, impulsive differential systems are to be bounded for any bounded disturbance. The
rest of this paper is organized as follows. In Section 2, we formulate the problem of impulsive control
and introduce some definitions and a lemma. We then establish, in Section 3, several criteria of finite-gain
L∞ stability from disturbance to output for impulsive differential systems. These criteria may be used for
impulse feedback control designs. Finally, some examples are discussed to illustrate our results.

2. Problem formulation

Consider the continuous-time system
ẋ(t) = Ax(t) +Bx(t− τ) + u(t) +w(t),
y(t) = Cx(t),
xt0(s) = x(t0 + s) = ϕ(s), s ∈ [−τ, 0] ,

(2.1)

where x(t),u(t),y(t),w(t) ∈ Rn are the state vector, control input, control output, disturbance of the
systems, respectively; τ > 0 is known constant time delay; φ(t) ∈ C([−τ, 0],Rn) is an initial function. To
obtain the bounded output of systems, we let

u(t) = Fx(t),

where F is the feedback gain matrix. The output of systems (2.1) can be guaranteed bounded for any
bounded disturbance by the design of feedback gain matrix. As is mentioned above, impulsive control
has wide applications. In this circumstances, some natural questions arise: Can bounded disturbances
produce bounded responses (outputs) by impulsive control? What are the conditions ensuring that the
boundedness properties of (2.1) still hold, when there exists an impulsive disturbance with the effect
of sudden change of the state of the systems? Do the systems have the property of robustness for the
impulsive disturbances?

In order to investigate the impulsive effect on boundedness of output, we let

u(t) =
∑∞

k=1
Fx(t)δ(t− t−k ), (2.2)

where δ(t) is Dirac delta-function defined by{
δ(t) = 0, t 6= 0,∫+∞
−∞ δ(t)dt = 1.

Then systems (2.1) with (2.2) become
ẋ(t) = Ax(t) +Bx(t− τ) +w(t), t 6= tk,
∆x(tk) = Fkx(t

−
k ), t = tk,

y(t) = Cx(t), t > t0,
xt0(s) = x(t0 + s) = ϕ(s), s ∈ [−τ, 0] ,

(2.3)

where 0 6 t0 < t1 < t2 < · · · < tk < · · · , with tk → ∞ as k → ∞; ∆x(t) = x(t) − x(t−); and
xt, xt− ∈ PC([−τ, 0],Rn) are defined by xt(s) = x(t+ s), xt−(s) = x(t− + s) for −τ 6 s 6 0, respectively.
Next, we shall discuss the finite-gain L∞ stability from disturbance to output of systems (2.3).

Let us begin with establishing some definitions and a lemma which will be used in the proof of the
theorems.
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Definition 2.1. A real-valued vector w(t) ∈ Ln∞, if ‖w‖L∞ = sup
t06t<∞ ‖w(t)‖ < +∞.

Definition 2.2. The control systems (2.3) are said to be finite-gain L∞ stable from disturbance (here w) to
output (here y), if there exist nonnegative constants γ and θ such that

‖y(t)‖ 6 γ‖w‖L∞ + θ,

for all w(t) ∈ Ln∞, t > t0.

Remark 2.3. Definition 2.2 relates the output of the systems directly to the disturbance, namely, if the
systems are finite-gain L∞ stable from w to y, then for every bounded disturbance w(t), the output y(t)
is bounded. It is defined according to the [6, Definition 5.1], a concept of stability in the input-output
sense. The constant θ in Definition 2.2 is called the bias term.

Remark 2.4. The norm function captures the “size” of signals. The ∞-norm is useful when amplitude
constraints are imposed on a problem, and the 2-norm is of more help in the context of energy constraints.
We will typically be interested in measuring signals of the∞-norm.

Lemma 2.5 ([15]). If u : R+ → R is a continuous solution of

x(t) 6 f(t) +
∫t

0
k(s)x(s)ds, t ∈ R+,

(where f : R+ → R and k : R+ → R+, are continuous functions) then

u(t) 6 f(t) +
∫t

0
k(s) exp(

∫t
0
k(r)dr)f(s)ds, t ∈ R+.

3. Stabilization criteria

In this section, the finite-gain L∞ stability from disturbance to output of impulsive systems (2.3) is
discussed. Theorem 3.1 shows that by impulsive control systems (2.3) can be finite-gain L∞ stabilized
from w to y even, if the delay-free systems are unstable. When the delay-free systems are stable, we can
get the same results showed in Theorem 3.3 where impulses are treated as disturbances.

Theorem 3.1. Assume that there exist a positive definite matrix P and constants αi ∈ R+, i = 1, 2, 3,dk ∈
R+, k ∈ N, and β, such that

(i)

 ATP+ PA−α1P PB P

∗ −α2P 0
∗ ∗ −α3I

 6 0, (3.1)

(ii) (I+ Fk)
TP(I+ Fk) − dkP 6 0 for each k = 1, 2, · · · , (3.2)

and

τ 6 tk − tk−1 6 β 6 lnα1(α1+b)(a−c)−lnα2−ln(aα1+ab−bc)−ln(1−e−α1τ)
α1+b

, (3.3)

and

0 < dk 6
(a− c) − α2

α1
(a− c+ α1c

α1+b
)e(α1+b)β(1 − e−α1τ)

(a− c+ α1c
α1+b

)e(α1+b)(tk−tk−1)
< 1, (3.4)

where

a = λmax(P) ‖φ‖2
τ (1 + α2

α1
− α2
α1
e−α1τ) + α3

α1
‖w‖2

L∞ ,b = α2e
−α1τ, c = α3

α1
‖w‖2

L∞ .
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Then the trivial solution of (2.3) is finite-gain L∞ stable from disturbance to output, and matrices Fk,k = 1, 2, · · ·
are subject to [

(1 − dk)P+ PFk + F
T
kP (SFk)

T

SFk −I

]
< 0, (3.5)

where

P = STS, S is the unique solution to Cholesky decomposition of the positive definite matrix P.

Proof. Let x(t) = x(t, t0,φ) be any solution of (2.3) with xt0 = φ, and v(t, x) = xT (t)Px(t), t ∈ [tk−1, tk) ,
k ∈ N. We shall show

v(t) 6 (a− c+
α1c

α1 + b
)e(α1+b)(t−tk−1) − α1c

α1+b
, t ∈ [tk−1, tk) , k ∈ N, (3.6)

where a,b, c are defined in Theorem 3.1. We first show that

v(t) 6 (a− c+
α1c

α1 + b
)e(α1+b)(t−t0) − α1c

α1+b
, t ∈ [t0, t1) . (3.7)

For t ∈ [t0, t1) , we have

D+v(t) =

 x(t)
x(t− τ)
w(t)

T  ATP+ PA−α1P PB P

BTP −α2P 0
P 0 −α3I

 x(t)
x(t− τ)
w(t)


+α1v(t) +α2v(t− τ) +α3w

T (t)w(t).

By condition (3.1), we get
D+v(t) 6 α1v(t) +α2v(t− τ) +α3w

T (t)w(t).

Using the method of the variation of parameters, we get

v(t) 6v(t0)e
α1(t−t0) +α2

∫t
t0

eα1(t−s)v(s− τ)ds+α3

∫t
t0

eα1(t−s)‖w(s)‖2
L∞ds

6λmax(P) ‖ϕ‖2
τ e
α1(t−t0) +α2

∫t−τ
t0−τ

eα1(t−s−τ)v(s)ds+α3 ‖w‖2
L∞
∫t
t0

eα1(t−s)ds

6λmax(P) ‖ϕ‖2
τ e
α1(t−t0) +α2

∫t0

t0−τ
eα1(t−s−τ)v(s)ds+α2e

−α1τ

∫t
t0

eα1(t−s)v(s)ds

+
α3

α1
‖w‖2

L∞
(
eα1(t−t0) − 1

)
6(λmax(P) ‖φ‖2

τ (1 + α2
α1

− α2
α1
e−α1τ) + α3

α1
‖w‖2

L∞)eα1(t−t0) +α2e
−α1τ

∫t
t0

eα1(t−s)v(s)ds

−
α3

α1
‖w‖2

L∞
=aeα1(t−t0) + b

∫t
t0

eα1(t−s)v(s)ds− c.

By Lemma 2.5,

v(t)e−α1t 6 ae−α1t0 + b

∫t
t0

e−α1sv(t)ds− ce−α1t
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6
(
ae−α1t0 − ce−α1t0

)
eb(t−t0) +

∫t
t0

α1ce
−α1seb(t−s)ds

= (a− c)e−α1t0eb(t−t0) +α1c

∫t
t0

e−(α1+b)s+btds

= (a− c)e−α1t0eb(t−t0) −
α1c

α1 + b

(
e−α1t − ebt−(α1+b)t0

)
.

Performing “eα1t” to both sides of the above inequality, we have

v(t) 6 (a− c)e(α1+b)(t−t0) −
α1c

α1 + b

(
e−α1t − ebt−(α1+b)t0

)
eα1t

= (a− c+
α1c

α1 + b
)e(α1+b)(t−t0) −

α1c

α1 + b
.

Hence (3.7) holds and then (3.6) is true for k = 1. By a− c+ α1c
α1+b

> 0 and condition (3.3), we get

v(t) 6 (a− c+
α1c

α1 + b
)e(α1+b)β −

α1c

α1 + b
< (a− c+

α1c

α1 + b
)e(α1+b)β.

Now we assume that (3.6) holds for k = 1, 2, · · · ,m (m ∈ N), i.e.,

v(t) 6 (a− c+
α1c

α1 + b
)e(α1+b)(t−tk−1) − α1c

α1+b
< (a− c+

α1c

α1 + b
)e(α1+b)(t−tk−1), t ∈ [tk−1, tk) . (3.8)

From conditions (3.2), (3.4) and (3.8), we have

v(tm) = xT (t−m)(I+ Fm)TP(I+ Fm)x(t−m) 6 dmv(t
−
m)

6
(a− c) − α2

α1
(a− c+ α1c

α1+b
)e(α1+b)β(1 − e−α1τ)

(a− c+ α1c
α1+b

)e(α1+b)(tm−tm−1)
(a− c+

α1c

α1 + b
)e(α1+b)(tm−tm−1)

= (a− c) − α2
α1

(a− c+ α1c
α1+b

)e(α1+b)β(1 − e−α1τ). (3.9)

Next, we shall show that (3.6) holds for k = m+ 1, i.e.,

v(t) 6 (a− c+
α1c

α1 + b
)e(α1+b)(t−tm) −

α1c

α1 + b
, t ∈ [tm, tm+1) .

For t ∈ [tm, tm+1) , we always have

D+v(t) 6 α1v(t) +α2v(t− τ) +α3 ‖w‖2
L∞ .

Integrating from tm to t gives

v(t) 6 v(t+m)eα1(t−tm) +α2

∫t
tm

eα1(t−s)v(s− τ)ds+α3

∫t
tm

eα1(t−s)‖w(s)‖2
L∞ds.

By (3.9), we have

v(t) 6((a− c) − α2
α1

(a− c+ α1c
α1+b

)e(α1+b)β(1 − e−α1τ))eα1(t−tm)

+α2

∫t−τ
tm−τ

eα1(t−s−τ)v(s)ds+α3 ‖w‖2
L∞
∫t
tm

eα1(t−s)ds

6((a− c) − α2
α1

(a− c+ α1c
α1+b

)e(α1+b)β(1 − e−α1τ))eα1(t−tm)

+α2

∫tm
tm−τ

eα1(t−s−τ)v(s)ds+α2e
−α1τ

∫t
tm

eα1(t−s)v(s)ds
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+α3 ‖w‖2
L∞
∫t
tm

eα1(t−s)ds

6((a− c) − α2
α1

(a− c+ α1c
α1+b

)e(α1+b)β(1 − e−α1τ))eα1(t−tm)

+α2

∫tm
tm−τ

eα1(t−s−τ)((a− c+
α1c

α1 + b
)e(α1+b)β)ds

+α2e
−α1τ

∫t
tm

eα1(t−s)v(s)ds+
α3

α1
‖w‖2

L∞ eα1(t−tm) −
α3

α1
‖w‖2

L∞
6((a− c) − α2

α1
(a− c+ α1c

α1+b
)e(α1+b)β(1 − e−α1τ))eα1(t−tm)

+ α2
α1

(1 − e−α1τ)e(α1+b)β(a− c+
α1c

α1 + b
)eα1(t−tm) +

α3

α1
‖w‖2

L∞ eα1(t−tm)

+α2e
−α1τ

∫t
tm

eα1(t−s)v(s)ds−
α3

α1
‖w‖2

L∞
6aeα1(t−tm) + b

∫t
tm

eα1(t−s)v(s)ds− c.

Applying Lemma 2.5 again gives

v(t) 6 (a− c+
α1c

α1 + b
)e(α1+b)(t−tm) −

α1c

α1 + b
< (a− c+

α1c

α1 + b
)e(α1+b)(t−tm).

Hence (3.6) holds for k = m+ 1. Thus by mathematical induction, we obtain that (3.6) holds, and hence
we have

v(t) 6 (a− c+
α1c

α1 + b
)e(α1+b)β −

α1c

α1 + b
6 (a− c+

α1c

α1 + b
)e(α1+b)β, t ∈ [tk−1, tk) .

From λmin(P)‖x(t)‖2 6 v(t) 6 a+ 2α1−b
α1−b

c, it is clear that for t ∈ [tk−1, tk) ,

‖x(t)‖ 6
√
λmax(P)‖φ‖2

τ(α1+α2−α2e
−α1τ)

α1λmin(P)
+ α1c
λmin(P)(α1+b)

6

√
λmax(P)‖φ‖2

τ(α1+α2−α2e
−α1τ)

α1λmin(P)
+
√

α1α3
λmin(P)α1(α1+α2e

−α1τ)
‖w‖L∞ .

So,

‖y‖ 6 ‖C‖ ‖x(t)‖ 6 ‖C‖
√
λmax(P)‖φ‖2

τ(α1+α2−α2e
−α1τ)

α1λmin(P)
+ ‖C‖

√
α1α3

λmin(P)α1(α1+α2e
−α1τ)

‖w‖L∞
= γ‖w‖L∞ + θ,

where

γ = ‖C‖
√

α1α3
λmin(P)α1(α1+α2e

−α1τ)
,

θ = ‖C‖
√
λmax(P)‖φ‖2

τ(α1+α2−α2e
−α1τ)

α1λmin(P)
.

By Definition 2.2, the trivial solution of systems (2.3) is finite-gain L∞ stability from disturbance to output
and due to condition (3.2) and Schur complement, matrices Fk, k = 1, 2, · · · are subject to condition (3.5)
in Theorem 3.1.

Remark 3.2. In LMI (3.1) of Theorem 3.1, the constant α1 > 0 allows the matrix A is unstable, which
measures the degree of instability of the delay-free systems and is determined by the eigenvalues of the
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matrix A, while α2 and α3 are determined by the matrix B. The constants dk in conditions (3.2) and
(3.4) measure the amplitude of control impulses. Inequality (3.3) characterized the relationship among
the interval length of consecutive impulses and the other parameters. As we can see from Theorem 3.1,
impulses have played an important role in finite-gain L∞ stabilizing the delayed differential systems.
Moreover, due to the positive-definite property of matrix P, we can get a unique Cholesky decomposition
of the form P = STS, where S is the upper triangular matrix. Therefore, nonlinear condition (3.2) can be
equivalent to LMIs (3.5) by Schur complement easily. When A is stable, the finite-gain L∞ stability results
of systems (2.3) are given as follows, where impulses are treated as disturbances.

Theorem 3.3. Assume that there exist a positive definite matrix P and constants αi ∈ R+, i = 1, 2, 3,dk ∈
R+, k ∈ N, such that α1 > α2e

α1τ, and

(i)

 ATP+ PA+α1P PB P

∗ −α2P 0
∗ ∗ −α3I

 6 0, (3.10)

(ii) (I+ Fk)
TP(I+ Fk) − dkP 6 0 for each k = 1, 2, · · · , (3.11)

and

τ 6 tk − tk−1, 1 < dk 6
a−
α2
α1

(a+
2α1−b
α1−b

c)(eα1τ−1)+c

(a+c)e−(α1−b)(tk−tk−1)+
α1c
α1−b

, (3.12)

where

a = λmax(P) ‖φ‖2
τ +

α2
α1
λmax(P) ‖φ‖2

τ (e
α1τ − 1) − α3

α1
‖w‖2

L∞ ,b = α2e
α1τ, c = α3

α1
‖w‖2

L∞ .

Then the trivial solution of (2.3) is finite-gain L∞ stable from disturbance to output, and matrices Fk, k = 1, 2, · · · ,
are subject to [

(1 − dk)P+ PFk + F
T
kP (SFk)

T

SFk −I

]
< 0, (3.13)

where

P = STS, S is the unique solution to Cholesky decomposition of the positive definite matrix P.

Proof. Let x(t) = x(t, t0,φ) be any solution of systems (2.3) with xt0 = φ, and v(t) = xT (t)Px(t), t ∈
[tk−1, tk) , k ∈ N. Similar to the proof of Theorem 3.1, we could get

v(t) 6 (a+ c)e−(α1−b)(t−tk−1) + α1c
α1−b

6 a+ 2α1−b
α1−b

c, t ∈ [tk−1, tk) , k ∈ N.

From λmin(P)‖x(t)‖2 6 v(t) 6 a+ 2α1−b
α1−b

c, it is clear that for t ∈ [tk−1, tk) ,

‖x(t)‖ 6

√
λmax(P)‖φ‖2

τ+
α2
α1
λmax(P)‖φ‖2

τ(e
α1τ−1)+

α1
α1−b

c

λmin(P)

6

√
λmax(P)‖φ‖2

τ+
α2
α1
λmax(P)‖φ‖2

τ(e
α1τ−1)

λmin(P)
+
√

α1c
λmin(P)(α1−b)

.

So,

‖y‖ 6 ‖C‖ ‖x(t)‖ 6 ‖C‖

√
λmax(P)‖φ‖2

τ+
α2
α1
λmax(P)‖φ‖2

τ(e
α1τ−1)

λmin(P)
+ ‖C‖

√
α3

λmin(P)(α1−b)
‖w‖L∞ ,

= γ‖w‖L∞ + θ,

where

γ = ‖C‖
√

α3
λmin(P)(α1−b)

,

θ = ‖C‖
√
α1λmax(P)‖φ‖2

τ+α2λmax(P)‖φ‖2
τ(e

α1τ−1)
α1λmin(P)

.

By Definition 2.2, the trivial solution of systems (2.3) is finite-gain L∞ stable from disturbance to output
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and the feedback gain matrices are subject to LMIs (3.13) in Theorem 3.3.

Remark 3.4. In LMI (3.10) of Theorem 3.3, the constant α1 > 0 requires A is stable. Therefore, impulses
in systems (2.3) are regarded as disturbances. Constants αi,dk > 0 in (3.11) and (3.12) determine and
measure the amplitude of impulsive disturbances. The analysis on matrices Fk, k = 1, 2, · · · in Theorem
3.3 are same to that in Remark 3.2.

4. Examples

This section gives two examples to demonstrate the effectiveness of the proposed approach.

Example 4.1. Consider the systems with

A =

[
1.5 1.9
2.3 0.5

]
, B =

[
−0.3 0.2
0.4 −0.3

]
, C =

[
2 1
1 0

]
. (4.1)

Solving LMI (3.1) gives us a positive definite matrix P =

[
0.1720 0.0667
0.0667 0.1354

]
with α1 = 12.3319, α2 =

1.8391, α3 = 0.2400 and λmin(P) = 0.0845, λmax(P) = 0.2228. For ϕ =

[
3
4

]
,w(t) =

[
0

5 cos t

]
, we have

a = 6.1529, b = 1.6257, c = 0.4865. Therefore, 0.01 = τ 6 tm − tm−1 6 β 6 0.2854, m = 1, 2, · · · . Figure
1 shows the trajectory of output y(t) without the impulsive control. Figure 2 shows the bound of output
y(t) for tm − tm−1 = 0.04, m = 1, 2, · · · , β = 0.0837, dm = 0.5000 with the stabilizing feedback gain

matrix F =
[
−0.8418 0.0620
0.0621 −0.8756

]
. From the results, we can get impulses play a crucial role on finite-gain

L∞ stability from disturbance to output of dynamic systems.
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Figure 1: output without impulsive control in (4.1).
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Figure 2: output with impulsive control in (4.1).

Remark 4.2. The trivial solution of the corresponding delayed equations (4.1) without impulses is unstable
(see Figure 1), as we can see in Figure 2, impulses do contribute to the finite-gain L∞ stabilization from
disturbance to output of the systems.

Example 4.3. Consider the systems (2.3) with

A =

[
−2 1
1 −2

]
, B =

[
−0.4 0

0 −1

]
, C =

[
2 1
1 0

]
. (4.2)

Solving LMI (3.10) gives us a positive definite matrix P =

[
0.3625 −0.2338
−0.2338 0.1922

]
with α1 = 1.0676, α2 =
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0.6538, α3 = 0.4942, and λmin(P) = 0.0285, λmax(P) = 0.5261. For ϕ =

[
3
−4

]
,w(t) =

[
0

cos t

]
, we get

a = 13.5971, b = 0.7275 < α1, c = 0.4629, 0 < dm 6 3.2315, m = 1, 2, · · · and the stabilizing feedback

gain matrix F =
[

0.4619 0.0525
0.0525 0.5001

]
. Figure 3 shows the bound of output y(t) without disturbance, while

Figure 4 shows the bound of output y(t) with the impulsive disturbance, where 0.1 = τ 6 tm − tm−1 =
5, dm = 3.2315, m = 1, 2, · · · .
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Figure 3: output without impulsive control in (4.2).
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Figure 4: output with impulsive control in (4.2).

Remark 4.4. Figure 3 and Figure 4 show that the stable systems (4.2) can be made finite-gain L∞ stable
from disturbance to output under an appropriate sequence of impulses treated as disturbances.
Remark 4.5. The finite-gain L∞ stability refers to any bounded exogenous inputs (herew). If the exogenous
input is regarded as the disturbances, for example, the smaller the better for the bound of output. On the
other hand, the larger the better for the same systems if it is considered as the amplifier. Therefore, we
just take two examples to illustrate the efficiency of the proposed method without any comparisons. In
our future work, we will adopt delay decomposition approach to vary the bounds of output by tuning
the parameters.

5. Conclusions

In this paper, we have studied the disturbance-output property of delayed systems via impulsive
control. Encouragingly, this method may be potentially applied to the exponential stability of impulsive
systems or impulsive systems with the time-varying delay. This will be our research in future. Our
contributions are as follows:

(1) Compared with the existing results on the analysis of input-output stability, our criteria are established
by the method of Lyapunov and LMI tools instead of small gain theory or transfer function.

(2) Our results reveal that the impulse has great impacts on the model. Using impulsive feedback control,
the linear delayed differential systems can be finite-gain L∞ stabilized from w to y even if the delay-free
systems are unstable. On the other hand, delay differential equations also may be guaranteed finite-
gain L∞ stable from w to y when impulses are treated as disturbances. The effects of the impulses are
considered in detail.
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