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Abstract
In this paper, we introduce pseudocontinuity for Berge’s maximum theorem for vector-valued functions which is weaker

than semicontinuity. We prove the Berge’s maximum theorem for vector-valued functions with pseudocontinuity and obtain the
set-valued mapping of the solutions is upper semicontinuous with nonempty and compact values. As applications, we derive
some existence results for weakly Pareto-Nash equilibrium for multiobjective games and generalized multiobjective games both
with pseudocontinuous vector-valued payoffs. Moreover, we obtain the existence of essential components of the set of weakly
Pareto-Nash equilibrium for these discontinuous games in the uniform topological space of best-reply correspondences. Some
examples are given to investigate our results. c©2017 All rights reserved.
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1. Introduction

The well-known Berge’s maximum theorem has significant application in many areas such as mathe-
matical economics, game theory, optimization theory and control theory. Therefore, the topics about this
theorem have been still very active and popular until now.

The well-known Berge’s maximum theorem is as follows:

Theorem 1.1 ([3, Berge’s Maximum Theorem]). Let X and Y be two Hausdorff topological spaces, f : X× Y → R

be a continuous function, G : Y ⇒ X be a continuous set-valued mapping, and for any y ∈ Y, G(y) be a compact
set. Then the set-valued mapping

M(y) = {x ∈ G(y) : f(x,y) = max
u∈G(y)

f(u,y)},

is upper semicontinuous and compact on Y.

Many results about this theorem have been achieved in the literatures and the literatures therein (see
[5, 7, 8, 18, 23, 24, 28]). In the early years, Dutta and Mitra [5] presented a maximum theorem for con-
vex structures with weaker continuity requirements and applied to the problem of optimal intertemporal
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allocation. Tian and Zhou [24] generalized Berge’s maximum theorem by introducing the feasible path
transfer lower semicontinuity and prove the existence of equilibrium for the abstract economy. Morgan
and Scalzo [18] introduced the pseudocontinuity and studied the maximum theorem for pseudocontin-
uous functions and obtained the existence of Nash equilibria for n persons noncooperative games with
pseudocontinuous payoffs. Recently, Yu [28] generalized the maximum theorem to the continuous vector-
valued functions and proved the existence of weakly Pareto-Nash equilibria for multiobjective games and
generalized multiobjective games both with continuous vector-valued payoffs. Feidenberg et al. [8] gener-
alized Berge’s maximum theorem to noncompact image sets with K-inf-compact functions in metrizable
topological spaces and KN-inf-compact functions in Hausdorff topological spaces. Soon after, Feidenberg
and Kasyanov [7] obtained the local Berge’s maximum theorem for noncompact feasible sets and showed
that it is more general than the recently established Berge’s maximum theorem in other literature. Tera-
zono and Matani [23] gave two theorems and show us two variants of the Berge’s maximum theorem and
the inverse of Berge’s maximum theorem, where the condition of compact-valuedness of feasible solution
function was replaced with other assumptions.

All the works mentioned above concentrated on how to weaken the continuous conditions of the func-
tion and the feasible set. It is natural to ask how about the maximum theorem for vector-valued functions
under some weaker continuity and convexity? For this we propose this paper. In this paper, based on the
works of Morgan and Scalzo [18] and Yu [28], we prove the Berge’s maximum theorem for vector-valued
functions with pseudocontinuity and obtain the set-valued mapping of the solutions is upper semicontin-
uous with nonempty and compact values. Our result is different from the present references against the
pseudocontinuous vector-valued functions. As applications, we derive some existence results for weakly
Pareto-Nash equilibrium for multiobjective games and generalized multiobjective games both with pseu-
docontinuous vector-valued payoffs. On the other hand, from the view point of stability, the notions of
essential components and essential solutions have been widely used in various fields recently such as
optimal solutions, Nash equilibrium, fixed points, etc. (see [4, 21, 22, 25, 27]). Motivated by [11–14], we
shall give some existence of essential components of the set of weakly Pareto-Nash equilibrium for such
games, which have been studied in [26, 29, 30]. Some examples are given to investigate our results.

The rest of the paper is organized as follows. In Section 2, we recall some definitions and lemmas
which will be used in the later. In Section 3, we prove the generalization of Berge’s maximum theorem
to vector-valued functions with pseudocontinuity. And we investigate our results on both multiobjective
game and generalized multiobjective game as applied examples in Section 4. In Section 5 we obtain some
existence of essential components of the set of weakly Pareto-Nash equilibrium for games above. Section
6 concludes the paper finally.

2. Preliminaries

First we recall some definitions and lemmas which we will use.

Definition 2.1 ([18]). Let X be a Hausdorff topological space and f : X→ R be a function.

(1) f is said to be upper pseudocontinuous at x0 ∈ X if for all x ∈ X such that f(x0) < f(x), we have

lim sup
y→x0

f(y) < f(x);

(2) f is said to be upper pseudocontinuous on X if it is upper pseudocontinuous at each x of X;

(3) f is said to be lower pseudocontinuous at x0 ∈ X if −f is upper pseudocontinuous at x0;

(4) f is said to be lower pseudocontinuous on X if it is lower pseudocontinuous at each x of X;

(5) f is said to be pseudocontinuous at x ∈ X if f is both upper pseudocontinuous and lower pseu-
docontinuous at x. f is said to be pseudocontinuous on X if f is pseudocontinuous at each x of
X.
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Remark 2.2. Each upper (resp. lower) semicontinuous function is also upper (resp. lower) pseudocontin-
uous. But the converse is not true (see [18]).

The following lemma can be found from Proposition 2.1 in [19].

Lemma 2.3. Let f be a real-valued function defined on a Hausdorff topological space X. Then, f is pseudocontinuous
on X if and only if the following holds:

f(x) < f(z)⇒
{

there exists a neighborhood Nx of x and a neighborhood Nz of z
such that f(x ′) < f(z ′) for any x ′ ∈ Nx and any z ′ ∈ Nz.

}
.

According to Lemma 2.3, we can easily derive the following Lemma 2.4.

Lemma 2.4. Let X and Y be two Hausdorff topological spaces. If f : X× Y → R is pseudocontinuous, then for any
y ∈ Y, x→ f(x,y) is also pseudocontinuous on X.

For the positive integer k, Rk means the k dimensional Euclidean space, denote by

Rk+ =
{
(x1, x2, · · · , xk) ∈ Rk : xi > 0, i = 1, 2, · · · ,k

}
,

and
intRk+ =

{
(x1, x2, · · · , xk) ∈ Rk : xi > 0, i = 1, 2, · · · ,k

}
.

Definition 2.5. Let X be a nonempty convex subset of a linear space E, f : X → Rk be a vector-valued
function.

(1) f is said to be Rk+-quasiconcave on X if for any x1, x2 ∈ X, any z ∈ Rk, and any λ ∈ [0, 1], the following
relationship holds ([17]):{

f(x1) ∈ z+ Rk+
f(x2) ∈ z+ Rk+

}
⇒ f(λx1 + (1 − λ)x2) ∈ z+ Rk+.

(2) f is said to be Rk+-quasiconcave-like if for any x1, x2 ∈ X and any λ ∈ [0, 1], the following relationship
holds ([15]):

either f(λx1 + (1 − λ)x2) ∈ f(x1) + R
k
+, or f(λx1 + (1 − λ)x2) ∈ f(x2) + R

k
+.

Lemma 2.6. If f is Rk+-quasiconcave-like, then f is Rk+-quasiconcave.

Proof. For any x1, x2 ∈ X and any λ ∈ [0, 1], since f(x) = (f1(x), · · · , fk(x)) is Rk+-quasiconcave-like, without
loss of generality, we may suppose that

f(λx1 + (1 − λ)x2) ∈ f(x1) + R
k
+,

that is
fi(λx1 + (1 − λ)x2 > fi(x1) > min {fi(x1), fi(x2)}, ∀i = 1, · · · ,k.

Therefore fi : X → R is quasiconcave for any i = 1, · · · ,k. By [17, Corollary 6.6], f : X → Rk is Rk+-
quasiconcave.

Remark 2.7. If k = 1, we can see that f : X → R being R+-quasiconcave is equivalent to f being R+-
quasiconcave-like. However, when k > 2, the following example shows that

f is Rk+-quasiconcave ; f is Rk+-quasiconcave-like.

Example 2.8. Let X = [0, 1], for all x ∈ X, define f(x) = (−x, x) ∈ R2, since −x and x are quasiconcave, by
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[17, Corollary 6.6], f : X→ R2 is R2
+-quasiconcave. Let x1 = 0, x2 = 1 and λ = 1

2 , then

f(x1) = (0, 0), f(x2) = (−1, 1), f(
x1 + x2

2
) = f(

1
2
) = (−

1
2

,
1
2
),

(−
1
2

,
1
2
) 6∈ (0, 0) + R2

+, (−
1
2

,
1
2
) 6∈ (−1, 1) + R2

+,

f is not R2
+-quasiconcave-like.

Lemma 2.9. If f is R2
+-quasiconcave-like, then for any x1, x2 ∈ X, any z ∈ Rk and any λ ∈ [0, 1], the following

relationship holds: {
f(x1) 6∈ z− intRk+
f(x2) 6∈ z− intRk+

}
⇒ f(λx1 + (1 − λ)x2) 6∈ z− intRk+.

Proof. For any x1, x2 ∈ X, any z = (z1, · · · , zk) ∈ Rk and any λ ∈ [0, 1], since f is Rk+-quasiconcave-like,
without loss of generality, we may suppose that

f(λx1 + (1 − λ)x2) ∈ f(x1) + R
k
+,

that is
fi(λx1 + (1 − λ)x2) > fi(x1), ∀i = 1, · · · ,k.

Since f(x1) 6∈ z − intRk+, there exists i0 such that fi0(x1) > zi0 , hence fi0(λx1 + (1 − λ)x2) > zi0 and
f(λx1 + (1 − λ)x2) 6∈ z− intRk+.

We shall use the following Fan-Glicksberg fixed point theorem.

Lemma 2.10 ([6, 9]). Let X be a nonempty convex compact subset of a Hausdorff locally convex space E, M : X⇒ X

be an upper semicontinuous set-valued mapping with nonempty, convex and compact values, then there exists
x∗ ∈ X such that x∗ ∈M(x∗).

Throughout the paper, let N = {1, 2, · · · ,n} be a finite set where n is a positive integer, Xi be a
nonempty subset of a Hausdorff topological space Ei for each i ∈ N. Denote by X =

∏n
i=1 Xi and

Xî =
∏

j∈N,j6=i
Xj. We also denote x=(x1, x2, · · · , xn) by (xi, xî) where xi ∈ Xi and

xî=(x1, · · · , xi−1, xi+1, · · · , xn) ∈ Xî.

3. Generalization of Berge’s maximum theorem

In this section, we shall generalize Berge’s maximum theorem to vector-valued functions with pseu-
docontinuity.

Theorem 3.1. Let X and Y be two Hausdorff topological spaces, F : X× Y → Rk be a vector-valued function,
where F(x,y) =

(
F1(x,y), F2(x,y), · · · , Fk(x,y)

)
for any x ∈ X and any y ∈ Y, and for each i = 1, 2, · · · ,k,

Fi : X× Y → R is pseudocontinuous, and let G : Y ⇒ X be a continuous set-valued mapping with nonempty
compact values. Define

M(y) =
{
x ∈ G(y) : F(u,y) − F(x,y) 6∈ intRk+, ∀u ∈ G(y)

}
, ∀ y ∈ Y,

then the set-valued mapping M : Y ⇒ X is upper semicontinuous with nonempty and compact values.

Proof. For any y ∈ Y, since x → F1(x,y) is pseudocontinuous and G(y) is compact, by [18, Proposition
2.1], there exists x ∈ G(y) such that F1(x,y) = max

u∈G(y)
F1(u,y), that is,

F1(u,y) − F1(x,y) 6∈ intRk+, ∀u ∈ G(y).

It follows that F(u,y) − F(x,y) 6∈ intRk+, for any u ∈ G(y). Hence, M(y) 6= ∅.
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Next, we prove that M(y) is a compact set. Since M(y) ⊂ G(y) and G(y) is compact, we only need
to prove that M(y) is closed. Let xα ∈ M(y),α ∈ D, with xα → x, where D is an index set, we need to
prove x ∈ M(y). Since xα ∈ M(y), xα ∈ G(y). By the closeness of G(y), we have x ∈ G(y). Assume, by
contradiction, that x 6∈M(y), then there exists u ′ ∈ G(y) ⊂ X, such that

F(u
′
,y) − F(x,y) ∈ intRk+.

Then for each i = 1, · · · ,k, we have
Fi(x,y) < Fi(u ′,y).

Since Fi : X× Y → R is pseudocontinuous, by Lemma 2.3 and Lemma 2.4, there exists a neighborhood Ox
of x such that

Fi(x
′,y) < Fi(u ′,y), ∀x ′ ∈ Ox, ∀i = 1, · · · ,k.

Since xα → x, there exists α0 ∈ D such that xα ∈ Ox for any α � α0. Thus Fi(xα,y) < Fi(u
′,y) and

F(u ′,y) − F(xα,y) ∈ intRk+, which contradicts that xα ∈ M(y). Therefore x ∈ M(y) and M(y) is a closed
set.

Finally, we prove the set-valued mapping M : Y ⇒ X to be upper semicontinuous. We argue by
contradiction. Assume that M : Y ⇒ X is not upper semicontinuous at y ∈ Y, then there exists an open
set O ⊂ X with M(y) ⊂ O, {yα}α∈D ⊂ Y with yα → y, and xα ∈M(yα) for any α ∈ D, but xα 6∈ O. Since
xα ∈M(yα), xα ∈ G(yα). Since G : Y ⇒ X is upper continuous and G(y) is a compact set, by [1, Theorem
17.16] , {xα} has an accumulated point x ∈ G(y). Without loss of generality, we may suppose xα → x. If
x ∈ M(y), then x ∈ O, which contradicts that xα → x, xα 6∈ O and O is an open set. So there must be
x 6∈M(y), consequently there exists u0 ∈ G(y) ⊂ X such that

F(u0,y) − F(x,y) ∈ intRk+,

that is,
Fi(x,y) < Fi(u0,y), ∀i = 1, · · · ,k.

For i = 1, 2, · · · ,k, since Fi : X× Y → R is pseudocontinuous, by Lemmas 2.3 and 2.4, there exist neigh-
borhood Ox of x, neighborhood Uy of y and neighborhood Ou0 of u0 such that

Fi(x
′,y ′) < Fi(u ′,y ′), ∀x ′ ∈ Ox, ∀y ′ ∈ Uy, ∀u ′ ∈ Ou0 .

Since yα → y,Ou0

⋂
G(y) 6= ∅ and G : Y ⇒ X is lower semicontinuous at y, there exists α1 ∈ D such that

Ou0

⋂
G(yα) 6= ∅ and yα ∈ Uy for any α � α1. It follows from xα → x that there exists α2 ∈ D with

α2 � α1 such that xα2 ∈ Ox. Take uα2 ∈ Ou0

⋂
G(yα2), then we have

Fi(xα2 ,yα2) < Fi(uα2 ,yα2), ∀i = 1, · · · ,k,

and
F(uα2 ,yα2) − F(xα2 ,yα2) ∈ intRk+.

However xα2 ∈M(yα2) implies that

F(u,yα2) − F(xα2 ,yα2) 6∈ intRk+, ∀u ∈ G(yα),

which is a contradiction. The proof is thus completed.

Remark 3.2. When k = 1 and for all y ∈ Y,G(y) = X, Theorem 3.1 coincides with [18, Theorem 3.1] which
generalized Berge’s maximum theorem to pseudocontinuous functions. Theorem 3.1 also includes [28,
Lemma 4.7.3] as a special case where the vector-valued function F : X× Y → Rk is continuous.
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4. Existence of equilibria

In this section, we will give some examples to demonstrate the applications of our results above.

4.1. Existence of equilibria for multiobjective games
Let N = {1, 2, · · · ,n} be the set of players. For each i ∈ N, let Xi be the strategy set for player i, X =∏n
i=1 Xi, F

i = (fi1, · · · , fik) : X → Rk be the vector-valued payoff of player i, where k is a positive integer.
This multiobjective game is denoted by Γ = {Xi, Fi}i∈N. A strategy profile x∗ = (x∗1 , x∗2 , · · · , x∗n) ∈ X is
called a weakly Pareto-Nash equilibrium of a multiobjective game Γ if for each i ∈ N,

Fi(yi, x∗î ) − F
i(x∗i , x

∗
î
) 6∈ intRk+, ∀yi ∈ Xi.

Theorem 4.1. Let the multiobjective game Γ = {Xi, Fi}i∈N satisfy the following conditions:

(1) for all i ∈ N, Xi is a nonempty, convex and compact subset of a Hausdorff locally convex space Ei;

(2) for all i ∈ N, and for all j = 1, 2, · · · ,k, fij : X→ R is pseudocontinuous;

(3) for all i ∈ N, and for all xî ∈ Xî, yi → Fi(yi, xî) is Rk+-quasiconcave-like on Xi.

Then there exists a weakly Pareto-Nash equilibrium of Γ .

Proof. Define a set-valued mapping M : X⇒ X as follows

M(x) =

n∏
i=1

Mi(xî), ∀ x ∈ X,

where for each i ∈ N,

Mi(xî) =
{
wi ∈ Xi : Fi(yi, xî) − F

i(wi, xî) 6∈ intRk+, ∀yi ∈ Xi
}

.

We shall prove that M : X ⇒ X is an upper semicontinuous set-valued mapping with nonempty, convex
and compact values.

Firstly, for each i ∈ N and each xî ∈ Xî, let Gi(xî) = Xi, then by Theorem 3.1, Mi : Xî ⇒ Xi is upper
semicontinuous with nonempty and compact values.

Secondly, we prove Mi(xî) to be a convex set for any xî ∈ Xî. Let w1
i,w

2
i ∈Mi(xî) and λ ∈ [0, 1]. From

w1
i,w

2
i ∈Mi(xî), we know that w1

i,w
2
i ∈ Xi and that for any yi ∈ Xi, there hold

Fi(yi, xî) − F
i(w1

i, xî) 6∈ intRk+, and Fi(yi, xî) − F
i(w2

i, xî) 6∈ intRk+,

that is,
Fi(w1

i, xî) 6∈ F
i(yi, xî) − intRk+, and Fi(w2

i, xî) 6∈ F
i(yi, xî) − intRk+.

Since Xi is a convex set, λw1
i + (1− λ)w2

i ∈ Xi. Since yi → Fi(yi, xî) is Rk+-quasiconcave-like on Xi for any
xî ∈ Xî, by Lemma 2.9, we have

Fi(λw1
i + (1 − λ)w2

i, xî) 6∈ F
i(yi, xî) − intRk+,

that is,
Fi(yi, xî) − F

i(λw1
i + (1 − λ)w2

i, xî) 6∈ intRk+.

Hence, λw1
i + (1 − λ)w2

i ∈Mi(xî) and Mi(xî) must be convex.
Now, we have shown that for each i ∈ N, Mi : Xî ⇒ Xi is upper semicontinuous with nonempty,

convex and compact values, and hence M : X ⇒ X is upper semicontinuous with nonempty, convex and
compact values. It follows from Lemma 2.10 that M has a fixed point x∗ ∈ X, that is, x∗ ∈M(x∗).

Finally, we shall prove that x∗ ∈ X is just a weakly Pareto-Nash equilibrium of the multiobjective game
Γ . From x∗ ∈M(x∗), we have x∗i ∈Mi(x

∗
î
) for each i ∈ N. According to the definition of Mi(xî), we have

Fi(yi, x∗î ) − F
i(x∗i , x

∗
î
) 6∈ intRk+, ∀yi ∈ Xi.

Hence, x∗ is a weakly Pareto-Nash equilibrium point of the multiobjective game Γ .
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Corollary 4.2 ([28, Theorem 4.7.6]). Let the multiobjective game Γ = {Xi, Fi}i∈N satisfy the following conditions:

(1) for all i ∈ N, Xi is a nonempty, convex and compact subset of a Hausdorff locally convex space Ei;

(2) for all i ∈ N, Fi : X→ Rk is continuous;

(3) for all i ∈ N, and for all xî ∈ Xî, yi → Fi(yi, xî) is Rk+-quasiconcave-like on Xi.

Then there exists a weakly Pareto-Nash equilibrium of Γ .

Corollary 4.3 ([18, Theorem 3.2]). Let the noncooperative game Γ = {Xi, fi}i∈N satisfy the following conditions:

(1) for all i ∈ N, Xi is a nonempty, convex and compact subset of a Hausdorff locally convex space Ei;

(2) for all i ∈ N, fi is pseudocontinuous on X;

(3) for all i ∈ N, and for all xî ∈ Xî, yi → fi(yi, xî) is quasiconcave on Xi.

Then there exists a Nash equilibrium of x∗ of Γ , that is for each i ∈ N, x∗i ∈ Xi and

fi(x
∗
i , x
∗
î
) = max

yi∈Xi
fi(yi, x∗î ).

Example 4.4. Let N = 1, 2, X1 = X2 = [0, 2], F1 = F2 = (f(x),g(x)), where

f(x) =


x2

1 + x
2
2, x1, x2 ∈ [0, 1),

3
2 , x1 = x2 = 1,
x2

1 + x
2
2 + 1, x1, x2 ∈ (1, 2],

g(x) =


x2

2, x2 ∈ [0, 1),
3
2 , x2 = 1,
x2

2 + 1, x2 ∈ (1, 2].

The model of multiobjective game Γ = {X1,X2, F1, F2} is made. It is easy to check Γ satisfies the conditions
of Theorem 4.1 and there is a weakly Pareto-Nash equilibrium x∗ = (2, 2).

4.2. Existence of equilibria for generalized multiobjective games
Let N = 1, 2, · · · ,n be the set of players. For each i ∈ N, let Xi be the strategy set for player i,

X =
∏n
i=1 Xi, F

i = (fi1, · · · , fik) : X → Rk be the vector-valued payoff of player i, Gi : Xî ⇒ Xi be
the feasible strategy correspondence of player i. This generalized multiobjective game is denoted by
G = {Xi,Gi, Fi}i∈N. A strategy profile x∗ = (x∗1 , x∗2 , · · · , x∗n) ∈ X is called a weakly pareto-Nash equilibrium
of the generalized multiobjective game G if for each i ∈ N,

x∗i ∈ Gi(x∗î ) and Fi(yi, x∗î ) − F
i(x∗i , x

∗
î
) 6∈ intRk+, ∀yi ∈ Gi(x∗î ).

Theorem 4.5. Let the generalized multiobjective game G = {Xi,Gi, Fi}i∈N satisfy the following conditions:

(1) for all i ∈ N, Xi is a nonempty, convex and compact subset of a Hausdorff locally convex space Ei;

(2) for all i ∈ N, and for all j = 1, 2, · · · ,k, fij : X→ R is pseudocontinuous;

(3) for all i ∈ N, and for all xî ∈ Xî, yi → Fi(yi, xî) is Rk+-quasiconcave-like on Xi;

(4) for all i ∈ N, Gi : Xî ⇒ Xi is a continuous set-valued mapping with nonempty, convex and compact values.

Then there exists a weakly Pareto-Nash equilibrium of G.

Proof. The proof is similar to Theorem 4.1 when the strategy set Xi is replaced by the feasible strategy set
Gi(xî) for any i ∈ N. So it can be omitted.

Similarly, we have the following Corollary 4.6 and Corollary 4.7.



Q. Xiaoling, P. Dingtao, Y. Jian, J. Nonlinear Sci. Appl., 10 (2017), 1861–1872 1868

Corollary 4.6 ([28, Theorem 4.7.8]). Let the generalized multiobjective game G = {Xi,Gi, Fi}i∈N satisfy the
following conditions:

(1) for all i ∈ N, Xi is a nonempty, convex and compact subset of a Hausdorff locally convex space Ei;

(2) for all i ∈ N, Fi : X→ R is continuous;

(3) for all i ∈ N, and for all xî ∈ Xî, yi → Fi(yi, xî) is Rk+-quasiconcave-like on Xi;

(4) for all i ∈ N, Gi : Xî ⇒ Xi is a continuous set-valued mapping with nonempty, convex and compact values.

Then there exists a weakly Pareto-Nash equilibrium of G.

Corollary 4.7. Let the generalized game G = {Xi,Gi, fi}i∈N satisfy the following conditions:

(1) for all i ∈ N, Xi is a nonempty, convex and compact subset of a Hausdorff locally convex space Ei;

(2) for all i ∈ N, fi is pseudocontinuous on X;

(3) for all i ∈ N, and for all xî ∈ Xî, yi → fi(yi, xî) is quasiconcave on Xi;

(4) for all i ∈ N, Gi : Xî ⇒ Xi is a continuous set-valued mapping with nonempty, convex and compact values.

Then there exists an equilibrium x∗ of G, that is for each i ∈ N, x∗i ∈ Gi(x∗î ) and

fi(x
∗
i , x
∗
î
) = max

yi∈Gi(x∗î )
fi(yi, x∗î ).

Example 4.8. Let N = 1, 2, X1 = X2 = [0, 2], F1 = F2 = (f(x),g(x)), where

f(x) =


x2

1, x1, x2 ∈ [0, 1),
3
2 , x1 = x2 = 1,
x2

1 + 1, x1, x2 ∈ (1, 2],
g(x) =


x2

2, x2 ∈ [0, 1),
3
2 , x2 = 1,
x2

2 + 1, x2 ∈ (1, 2].

The feasible strategy correspondence of play 1 is G1(x2) = [0, 1], for all x2 ∈ [0, 2]. The feasible
strategy correspondence of play 2 is G2(x1) = [0, 1], for all x1 ∈ [0, 2]. For multiobjective game G =
{X1,X2,G1,G2, F1, F2}, it is easy to check G satisfies the conditions of Theorem 4.5 and there is a weakly
Pareto-Nash equilibrium x∗ = (1, 1).

5. Essential component of the equilibrium set

In this section, we are interesting in the stability of the solutions of the discontinuous games. As
we all know, many research works concentrated on the properties and characterizations of the solutions
or approximate solutions, for example, see [2, 10, 16]. From [20], the space endowed with the uniform
metric topology is not complete under the assumptions of pseudocontinuity. However, the essential
component does not need the complete property. Therefore we consider the stability of the solution of
the discontinuous games from the point of the essential component properties in the following.

Let Y be a nonempty compact convex subset of a normed linear space E and F : Y ⇒ Y be a set-valued
mapping. Denote

D = {F : Y ⇒ Y : F is an upper semicontiunous set-valued mapping with convex and compact values}.

For any F1, F2 ∈ D, define
ρ(F1, F2) = sup

y∈Y
h(F1(y), F2(y)),

where h is the Hausdorff metric defined on E. Clearly, (D, ρ) is a metric space.
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For each F ∈ D, by Lemma 2.10, there exists y∗ ∈ Y such that y∗ ∈ F(y∗). For each F ∈ D, we denote
by S(F) the set of fixed points of F. Then, S : D⇒ Y defines a set-valued mapping from D to Y.

For each F ∈ D, the component of a point y ∈ S(F) is the union of all the connected subsets of S(F)
containing y. Note that each component is a connected closed subset of S(F), and thus, is connected
compact, see [31]. It is easy to see that the component of two distinct points of S(F) either coincide
or disjoint, so that all components constitute a decomposition of S(F) into connected pairwise disjoint
compact subsets, i.e.,

S(F) =
⋃
α∈Λ

Sα,

where Λ is an index set, for each α ∈ Λ, Sα is a nonempty connected compact subset of S(F) and for any
α,β ∈ Λ, α 6= β, Sα ∩ Sβ = ∅.

Definition 5.1 ([31]). Let F ∈ D and Q be a nonempty closed subset of S(F). Q is said to be an essential set
of S(F), if for each open set O ⊃ Q, there exists δ > 0 such that, for any F

′ ∈ D with ρ(F, F
′
) < δ, we have

S(F
′
)∩O 6= ∅. If the component Sα of S(F) is an essential set, then Sα is said to be an essential component

of S(F).

The following lemma is [12, Theorem 3] or [31, Theorem 3.1].

Lemma 5.2. For any F ∈ D, S(F) possesses at least one essential component.

5.1. Essential component of the set of weakly Pareto-Nash equilibria for multiobjective games
Denote

D1 = {Γ = (Xi, Fi)i∈N : Γ satisfies the conditions of Theorem 4.1}.

For each Γ ∈ D1, denote by N(Γ) the set of all weakly Pareto-Nash equilibria of Γ .
The following theorem can be proved easily and thus the proof is omitted.

Theorem 5.3. For each Γ ∈ D1,
N(Γ) = S(M),

where M is the best-reply mapping of Γ .

For any Γ1, Γ2 ∈ D1, define
ρ1(Γ1, Γ2) = sup

x∈X
h(M1(x),M2(x)),

where h is the Hausdorff metric defined on E, M1 (resp.M2) is the best-reply correspondence of Γ1 (resp.Γ2).
Clearly, M1,M2 ∈ D and ρ1(Γ1, Γ2) = ρ(M1,M2).

Definition 5.4. Let Γ ∈ D1 and Q be a nonempty closed subset of N(Γ). Q is said to be an essential set
of N(Γ), if for each open set O ⊃ Q, there exists σ > 0 such that for any Γ

′ ∈ D1 with ρ1(Γ , Γ
′
) < σ, we

have N(Γ
′
) ∩O 6= ∅. If the component Sα of N(Γ) is an essential set, then Sα is said to be an essential

component of N(Γ).

Theorem 5.5. For each Γ ∈ D1, there is at least one essential component of N(Γ) in the uniform topology of
best-reply correspondences.

Proof. For each Γ ∈ D1, let M be the best-reply correspondence of Γ , then M ∈ D. By Lemma 5.2, let Sα0

be an essential component of S(M), since N(Γ) = S(M), Sα0 is a component of N(Γ), we shall prove that
Sα0 is an essential component of N(Γ).

For each open set O ⊃ Sα0 , since Sα0 is an essential component of S(M), there exists σ > 0 such that,
for any M

′ ∈ D with ρ(M,M
′
) < σ, we have S(M

′
) ∩O 6= ∅. For any Γ

′ ∈ D1 with ρ1(Γ , Γ
′
) < σ, where

M
′

is the best-reply correspondence of Γ
′
, since N(Γ

′
) = S(M

′
), we must have N(Γ

′
) ∩O 6= ∅ and Sα0 is

an essential component of N(Γ).
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5.2. Essential component of the set of weakly Pareto-Nash equilibria for generalized multiobjective games
Denote

D2 = {G = (Xi,Gi, Fi)i∈N : G satisfies the conditions of Theorem 4.5}.

For any G ∈ D2, denote by N(G) the set of all weakly Pareto-Nash equilibria of G. Obviously, for each
G ∈ D2,

N(G) = S(M),

where M is the best-reply mapping of G.
Let G ∈ D2 and Sα be a component of N(G). M is the best-reply correspondence of G. M ∈ D and

N(G) = S(M).

For any G1,G2 ∈ D2, define
ρ2(G1,G2) = sup

x∈X
h(M1(x),M2(x)),

where h is the Hausdorff metric defined on E,M1 (resp. M2) is the best-reply correspondence of Γ1 (resp.
Γ2). Clearly, M1,M2 ∈ D and ρ2(G1,G2) = ρ(M1,M2).

Definition 5.6. Let G ∈ D2 and Q be a nonempty closed subset of N(G). Q is said to be an essential set
of N(G), if for each open set O ⊃ Q, there exists σ > 0 such that for any G

′ ∈ D2 with ρ2(G,G
′
) < σ, we

have N(Γ
′
) ∩O 6= ∅. If the component Sα of N(G) is an essential set, then Sα is said to be an essential

component of N(G).

Similarly the proof of Theorem 5.5, we can prove the following existence Theorem 5.7 and thus the
proof is omitted.

Theorem 5.7. For each G ∈ D2, there is at least one essential component of N(G) in the uniform topology of
best-reply correspondences.

6. Conclusions

Berge’s maximum theorem is a fundamental and important result in optimization theory, game theory
and mathematical economics. In this paper, we present its new version for vector-value functions with
pseudocontinuity and demonstrate its key role in the existence of equilibria for multiobjective games and
generalized multiobjective games. Obviously, our results are established for vector-valued payoff function
with weaker continuity and stronger convexity, so the results cannot include many present results in the
literatures. What is more, Theorem 5.5 and Theorem 5.7 on the essential components of the equilibrium
sets are derived in the uniform topology of best-reply correspondences, which are different from the
existence results in [12, 13, 26, 29, 30] in the uniform topology of payoff functions and feasible strategy
correspondences. The following two examples will show that the two kinds of topology are not equivalent.

Let N = {1, 2}, X1 = [0, 1], X2 = [0, 1], X = X1 × X2, f = (f1, f2), g = (g1,g2). The uniform topology of
payoff functions is defined as

ρ(f,g) = sup
(x1,x2)∈[0,1]×[0,1]

[
| f1(x1, x2) − g1(x1, x2) | + | f2(x1, x2) − g2(x1, x2) |

]
,

while the uniform topology of best-reply correspondences is defined as

h(F,G) = sup
(x1,x2)∈[0,1]×[0,1]

h(F(x1, x2),G(x1, x2)),

where h is the Hausdorff metric, F(x1, x2) = F1(x2)× F2(x1), G(x1, x2) = G1(x2)×G2(x1), and

F1(x2) =
{
x1 ∈ [0, 1] : f1(x1, x2) = max

u
f1(u, x2)

}
, ∀x2 ∈ [0, 1],
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F2(x1) =
{
x2 ∈ [0, 1] : f2(x1, x2) = max

u
f2(x1,u)

}
, ∀x1 ∈ [0, 1],

G1(x2) =
{
x1 ∈ [0, 1] : g1(x1, x2) = max

u
g1(u, x2)

}
, ∀x2 ∈ [0, 1],

G2(x1) =
{
x2 ∈ [0, 1] : g2(x1, x2) = max

u
g2(x1,u)

}
, ∀x1 ∈ [0, 1].

Example 6.1. For all x1 ∈ [0, 1], and for all x2 ∈ [0, 1], let f = (f1, f2) = (0, 0),

fn = (fn1 , fn2 ) =
( 1
n
x1 −

1
n

,
1
n
x1 −

1
n
), ∀ n = 1, 2 · · · .

Then
ρ(f, fn) = sup

(x1,x2)∈[0,1]×[0,1]

(
|
1
n
x1 −

1
n
|+ |

1
n
x1 −

1
n
|
)
=

2
n
→ 0.

On the other hand, F(x1, x2) = F1(x2)× F2(x1) = [0, 1]× [0, 1] and Fn(x1, x2) = F
n
1 (x2)× Fn2 (x1) = {1}× [0, 1]

for any x1, x2 ∈ [0, 1], so that

h(F, Fn) = sup
(x1,x2)∈[0,1]×[0,1]

h
(
[0, 1]× [0, 1], {1}× [0, 1]

)
= 1.

Thus ρ(f, fn)→ 0, but h(F, Fn) = 1.

Example 6.2. For all x1 ∈ [0, 1], and for all x2 ∈ [0, 1], let f = (f1, f2) = (0, 0), fn = (fn1 , fn2 ) = (1, 1) for each
n = 1, 2 · · · . Then

ρ(f, fn) = 2.

On the other hand, F(x1, x2) = F1(x2)×F2(x1) = [0, 1]× [0, 1] and Fn(x1, x2) = F
n
1 (x2)×Fn2 (x1) = [0, 1]× [0, 1]

for any x1, x2 ∈ [0, 1], so that
h(F, Fn) = 0.

Thus h(F, Fn) = 0, but ρ(f, fn) = 2.
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