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#### Abstract

The notion of coincidence point and common fixed point were extended in generalized partially ordered fuzzy metric spaces. Under some conditions, some coincidence point and common fixed point theorems were established in generalized partially fuzzy metric spaces using weakly compatible mappings. These results improve some theorems in corresponding literature. © 2017 All rights reserved.
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## 1. Introduction

In 1987, Guo and Lakshmikantham [7] introduced the notion of coupled fixed point. Recently, GnanaBhaskar and Lakshmikantham [5] established some coupled fixed point theorems in partially ordered metric space. Sedghi et al. [18] studied coupled fixed point in fuzzy metric space. After that, common coupled fixed point results for compatible mappings in partially ordered fuzzy metric spaces were established by Hu [8] and Hu et al. [9]. Very recently, coupled coincidence point and fixed point results for compatible mappings was established in partially ordered fuzzy metric spaces by Chouldhury et al. [1]. And, Roldan et al. [15] obtained multidimensional coincidence point theorems for nonlinear mappings in any number of variables in partially ordered fuzzy metric spaces. Later, Wang [20] obtained some common fixed point and coincidence point results for weakly compatible mappings in partially ordered fuzzy metric spaces.

Ćirić [2] introduced the condition:
(a) $\phi(0)=0, \phi(t)<t$ and $\liminf _{r \rightarrow t^{+}} \phi(t)<t$ for all $t>0$.

Later, Jachymski [10] presented the condition:
(b) $0<\phi(\mathrm{t})<\mathrm{t}$ and $\lim _{\mathrm{n} \rightarrow \infty} \phi^{\mathrm{n}}(\mathrm{t})=0$ for all $\mathrm{t}>0$.

[^0]Fang [3] introduced the condition:
(c) for each $\mathrm{t}>0$ there exists $\mathrm{r} \geqslant \mathrm{t}$ such that $\lim _{\mathrm{n} \rightarrow \infty} \phi^{\mathrm{n}}(\mathrm{r})=0$ in the context of Menger probabilistic metric spaces and fuzzy metric spaces.

Recently, Jin et al. [11] introduced the condition:
(d) for each $t>0$ there exist $r>t$ and $N \in \mathbb{N}$ such that $\phi^{n}(r)<t$ for all $n>\mathbb{N}$.

In this paper, we extend the notion of $\Upsilon$-coincidence point, coincidence and common fixed point and etc. Under the condition (d), we present some multidimensional coincidence point and common fixed point results for weakly compatible mappings in generalized partially ordered fuzzy metric spaces.

## 2. Preliminaries

In order to state our main results, we recall the following notions. Let $n \in \mathbb{N}, X$ be a non-empty set and $X^{n}$ be the Cartesian product of $n$ copies of $X$. For brevity, $\left(y_{1}, y_{2}, \cdots, y_{n}\right),\left(y_{\mathfrak{m}}^{1}, y_{\mathfrak{m}}^{2}, \cdots, y_{\mathfrak{m}}^{n}\right)$, $\left(z_{\mathfrak{m}}^{1}, z_{\mathfrak{m}}^{2}, \cdots, z_{\mathfrak{m}}^{\mathfrak{n}}\right),\left(z_{1}, z_{2}, \cdots, z_{\mathfrak{n}}\right),\left(v_{1}, v_{2}, \cdots, v_{n}\right)$ and $\left(x_{0}^{1}, x_{0}^{2}, \cdots, x_{0}^{\mathfrak{n}}\right)$ will be denoted by $Y, Y_{m}, Z_{m}, Z, V$ and $X_{0}$, respectively.

Throughout this paper, let $\{A, B\}$ be a partition of the set $\Lambda_{n}=(1,2, \cdots, n)$, i.e., $A \cup B=\Lambda_{n}$ and $A \cap B=\emptyset$. Let $\sigma_{1}, \sigma_{2}, \cdots, \sigma_{l}: \Lambda_{n} \rightarrow \Lambda_{n}$ be $n$ mappings from $\Lambda_{n}$ into itself. We denote

$$
\begin{aligned}
& \Omega_{A, B}=\left\{\sigma: \Lambda_{n} \rightarrow \Lambda_{n} \mid \sigma(A) \subseteq A \text { and } \sigma(B) \subseteq B\right\}, \\
& \Omega_{A, B}^{\prime}=\left\{\sigma: \Lambda_{n} \rightarrow \Lambda_{n} \mid \sigma(A) \subseteq B \text { and } \sigma(B) \subseteq A\right\},
\end{aligned}
$$

$\mathbb{N}=\{0,1, \cdots, n, \cdots\}, \mathbb{N}^{+}=\{1,2, \cdots, n, \cdots\}, \mathbb{R}^{+}=[0, \infty)$, and $\mathbb{I}=[0,1]$. If $(X, \preceq)$ is a partially ordered metric space, it is easy to know that ( $X^{n}, \preceq$ ) is a partially ordered metric space when $a_{i} \preceq b_{i}$ for $\left(a_{1}, \cdots, a_{n}\right),\left(b_{1}, \cdots, b_{n}\right) \in X^{n}$ and $i \in\{1,2, \cdots, n\}$. We use the following notation from [14], for $y, v \in X$ and $i \in \Lambda_{n}$

$$
y \preceq_{i} v \Leftrightarrow\left\{\begin{array}{l}
y \preceq v, \text { if } i \in A, \\
y \succeq v, \text { if } i \in B .
\end{array}\right.
$$

Consider on $X^{n}$ the next natural k-partial order: for $Y, V \in X^{n}$

$$
\begin{equation*}
Y \preceq_{\imath} V \Leftrightarrow\left(y_{i k+1}, \cdots, y_{i k+k}\right) \preceq_{i+1}\left(v_{i k+1}, \cdots, v_{i k+k}\right) \Leftrightarrow y_{i k+s} \preceq_{i+1} v_{i k+s}, \tag{2.1}
\end{equation*}
$$

for $i \in\{0, \cdots, l-1\}, s \in\{1, \cdots, k\}$ and $l=\frac{n}{k} \in \mathbb{N}$. If $Y \preceq_{l} V$ or $Y \succeq_{l} V$, then two points $Y$ and $V$ are comparable (denoted by $\mathrm{Y} \asymp_{\imath} \mathrm{V}$ ). It has been considered by Wang [19] for $k=1$.

Definition 2.1. Let ( $X^{n}, \preceq_{\imath}$ ) be a $k$-partially ordered set for $k=\frac{n}{l} \in \mathbb{N}$, and $T$, $G$ are self-mappings of $X^{n}$. It is said that $T$ is a $G_{k}$-isotone mapping, if for any $Y_{1}, Y_{2} \in X^{n}$,

$$
G\left(Y_{1}\right) \preceq_{\imath} G\left(Y_{2}\right) \Rightarrow T\left(Y_{1}\right) \preceq_{\imath} T\left(Y_{2}\right) .
$$

Definition 2.1 is equivalent to [19, Definition 3.2] for $k=1$.
Definition 2.2. Let ( $X^{n}, \preceq$ ) be a partially ordered space, and $F: X^{n} \rightarrow X^{k}$ and $G: X^{k} \rightarrow X^{k}$ are two mappings. We say that $F$ has the mixed $g_{k}$-monotone property, if $F$ is $g_{k}$-monotone non-decreasing in arguments of $A$ and $g_{k}$-monotone non-increasing in arguments of $B$, i.e., for $x_{1}, x_{2}, \cdots, x_{n}, y_{1}, \cdots, y_{k}$, $z_{1}, \cdots, z_{k} \in X$ and $i \in\{0, \cdots, l-1\}$ where $l=\frac{n}{k}$,

$$
\begin{aligned}
g\left(y_{1}, \cdots, y_{k}\right) \preceq g\left(z_{1}, \cdots, z_{k}\right) \Rightarrow & F\left(x_{1}, \cdots, x_{i k}, y_{1}, \cdots y_{k}, x_{i k+k+1}, \cdots, x_{n}\right) \\
& \preceq i_{i+1} F\left(x_{1}, \cdots, x_{i k}, z_{1}, \cdots, z_{k}, x_{i k+k+1}, \cdots, x_{n}\right) .
\end{aligned}
$$

Definition 2.2 is equivalent to [14, Definition 5] for $k=1$.

Definition 2.3 ([19]). An element $Y \in X^{n}$ is called a coincidence point of the mappings $T: X^{n} \rightarrow X^{n}$ and $G: X^{n} \rightarrow X^{n}$ if $T(Y)=G(Y)$. Furthermore, if $T(Y)=G(Y)=Y$, then we say that $Y$ is a common fixed point of T and G .

Definition 2.4. Let $F: X^{n} \rightarrow X^{k}$ and $g: X^{k} \rightarrow X^{k}$ be two mappings where $l=\frac{n}{k} \in \mathbb{N}$. A point $\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in X^{n}$ is a $\Upsilon_{k}$-coincidence point of $F$ and $g$, if

$$
F\left(x_{\sigma_{i}(1)}, x_{\sigma_{i}(2)}, \cdots, x_{\sigma_{i}(n)}\right)=g\left(x_{i k+1}, x_{i k+2}, \cdots, x_{i k+k}\right),
$$

for $i \in\{0,1, \cdots, l-1\}$.
Definition 2.4 is equivalent to [12, Definition 5] for $k=1$.
Definition 2.5. A triple $\left(X^{k}, \tau_{M^{k}}, \preceq\right)$ is called a partially ordered topological space, if $\tau_{M^{k}}$ is a Hausdorff topology on $X^{k}$ and $\preceq$ is partial order on $X^{k}$. $g$ is a self-mapping on $X^{k}$. A partially ordered topological space ( $X^{k}, \tau_{M^{k}}, \preceq$ ) is said to have the sequential $g_{k}$-monotone property, if it verifies:
(i) If $\left\{\left(x_{\mathfrak{m}}^{1}, \cdots, x_{\mathfrak{m}}^{k}\right)\right\}$ is a non-decreasing sequence and $\left\{\left(x_{\mathfrak{m}}^{1}, \cdots, x_{\mathfrak{m}}^{k}\right)\right\} \rightarrow\left(x_{1}, \cdots, x_{k}\right)$, then

$$
g\left(x_{m}^{1}, x_{m}^{2}, \cdots, x_{m}^{k}\right) \preceq g\left(x_{1}, \cdots, x_{k}\right), \quad \text { for } m \in \mathbb{N}^{+} .
$$

(ii) If $\left\{y_{\mathfrak{m}}^{1}, \cdots, y_{\mathfrak{m}}^{k}\right\}$ is a non-increasing sequence and $\left\{y_{\mathfrak{m}}^{1}, \cdots, y_{\mathfrak{m}}^{k}\right\} \rightarrow\left(y_{1}, \cdots, y_{k}\right)$, then

$$
g\left(y_{\mathfrak{m}}^{1}, y_{m}^{2}, \cdots, y_{m}^{k}\right) \succeq g\left(y_{1}, \cdots, y_{k}\right), \quad \text { for } m \in \mathbb{N}^{+}
$$

If g is the identity mapping, then $X^{k}$ is said to have the sequential monotone property. It is easy to see that Definition 2.5 is equivalent to [20, Definition 2.7] for $k=1$.

Definition 2.6 ([17]). A triangular norm is a map $*: \mathbb{I} \times \mathbb{I} \rightarrow \mathbb{I}$ that is associative, commutative, nondecreasing in both arguments and has 1 as identity. A $t$-norm is continuous if it is continuous in $\mathbb{I}^{2}$ as mapping. If $a_{1}, a_{2}, \cdots, a_{m} \in \mathbb{I}$, then

$$
*_{i=1}^{m} a_{i}=a_{1} * a_{2} * \cdots * a_{m} .
$$

For each $a \in[0,1]$, the sequence $\left\{*^{m} a\right\}_{i=1}^{\infty}$ is defined inductively by $*^{1} a=a$ and $*^{m+1} a=\left(*^{m} a\right) * a$ for all $m \geqslant 1$.

Definition 2.7 ([13]). Let ( $X, M, *$ ) be a fuzzy metric spaces (for short, $F M S$ ), if $X$ is an arbitrary non-empty set, $*$ is a continuous t-norm, $M: X \times X \times \mathbb{R} \rightarrow \mathbb{I}$, where $M: X \times X \times \mathbb{R}^{+} \rightarrow \mathbb{I}$ is a fuzzy set, satisfying for $x, y, z \in X$ and $t, s>0$,
$(F M-1) M(x, y, 0)=0$ and $M(x, y, t)>0$;
(FM-2) $M(x, y, t)=1$, if and only if $x=y$;
$(F M-3) M(x, y, t)=M(y, x, t)$;
$(F M-4) M(x, z, t+s) \geqslant M(x, y, t) * M(y, z, s) ;$
$(F M-5) M(x, y, \cdot): \mathbb{R}^{+} \rightarrow \mathbb{I}$ is left continuous for $i=1, \cdots, n$.
Definition 2.8. Let ( $X^{n}, M^{n},,_{\imath} \preceq_{\imath}$ ) be a k-partially ordered fuzzy metric spaces (for short, k-poFMS), if $X$ is an arbitrary non-empty set, $*$ is a continuous t-norm, $M^{n}: X^{n} \times X^{n} \times \mathbb{R} \rightarrow \mathbb{I}$ is a mapping defined by $M^{n}=*_{i=1}^{n} M\left(x_{i}, y_{i}, t\right)$ where $M: X \times X \times \mathbb{R}^{+} \rightarrow \mathbb{I}$ is a fuzzy set, and $\preceq_{l}$ is a $k$-partial order on $X^{n}$, satisfying for $x=\left(x_{1}, \cdots, x_{n}\right), y=\left(y_{1}, \cdots, y_{n}\right), z=\left(z_{1}, \cdots, z_{n}\right) \in X^{n}$ and $t, s>0$,

$$
\begin{aligned}
& (\text { POF }-1) M^{n}(x, y, 0)=0 \text { and } M^{n}(x, y, t)>0 ; \\
& (\text { POF }-2) M^{n}(x, y, t)=1, \text { if and only if } x=y ; \\
& (\text { POF }-3) M^{n}(x, y, t)=M^{n}(y, x, t) ; \\
& (\text { POF }-4) M^{n}(x, z, t+s) \geqslant M^{n}(x, y, t) * M^{n}(y, z, s) ; \\
& (\text { POF }-5) M^{n}(x, y, \cdot): \mathbb{R}^{+} \rightarrow \mathbb{I} \text { is left continuous for } i=1, \cdots, n .
\end{aligned}
$$

Definition 2.8 is equivalent to [4, Definition 2.15], for $n=1$.
Definition 2.9. Let $\left(X^{n}, M^{n}, *, \preceq_{l}\right)$ be a $k$-poFMS for $l=\frac{n}{k}$. A sequence $\left\{\left(x_{m}^{1}, \cdots, x_{m}^{n}\right)\right\}$ in $X^{n}$ is said to be convergent to $\left(x_{1}, \cdots, x_{n}\right) \in X$, if $\lim _{m \rightarrow \infty} *_{i=1}^{n} \mathcal{M}\left(x_{m}^{n}, x_{n}, t\right)=1$ for $t>0$. A sequence $\left\{\left(x_{m}^{1}, \cdots, x_{m}^{n}\right)\right\}$ in $X^{n}$ is said to a Cauchy sequence, if for $\varepsilon \in(0,1)$ and $t>0$, there exists $n_{0} \in \mathbb{N}$, such that $*_{i=1}^{n} \mathcal{M}\left(x_{\mathfrak{p}}^{i}, x_{q}^{i}, t\right)>$ $1-\varepsilon$ for $p, q \geqslant n_{0}$. A $k$-poFMS is called complete, if every Cauchy sequence is convergent in $X^{n}$.

Definition 2.10. Let $\left(X^{n}, M^{n}, *, \preceq_{l}\right)$ be a $k$-poFMS for $l=\frac{n}{k}$. A mapping $G: X^{n} \rightarrow X^{k}$ is said to be continuous at a point $Y_{0} \in X^{n}$, if for any sequence $\left\{Y_{m}\right\}_{m} \geqslant 0$ in $X^{n}$ converging to $Y_{0}$, the sequence $\left\{G\left(Y_{m}\right)\right\}_{m} \geqslant 0$ converges to $G\left(Y_{0}\right)$. If $G$ is continuous at each $Y_{0} \in X^{n}$, then $G$ is said continuous on $X^{n}$.

Definition 2.10 is equivalent to [ 15 , Definition 2.16] for $k=1$.
Definition 2.11. Let $\left(X^{n}, M^{n}, *, \preceq_{l}\right)$ be $k$-poFMS for $l=\frac{n}{k} \in \mathbb{N}$. The mappings $T, G: X^{k} \rightarrow X^{k}$ are said to be J-compatible if for $t>0$,

$$
\lim _{n \rightarrow \infty} M^{k}\left(\operatorname{GT}\left(X_{n}\right), \operatorname{TG}\left(X_{n}\right), t\right)=1,
$$

for $\left\{X_{n}\right\} \subset X^{k}$, such that $\lim _{n \rightarrow \infty} T\left(X_{n}\right)=\lim _{n \rightarrow \infty} G\left(X_{n}\right)=X$ for $X \in X^{k}$.
Remark 2.12. Definition 2.11 is equivalent to [20, Definition 2.18] for $n=1$.
Definition 2.13. Let $\left(X^{n}, M^{n}, *, \preceq_{l}\right)$ be a $k$-poFMS for $k=\frac{n}{k} \in \mathbb{N}$. Let $\Phi=\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{l}\right)$ be an $l-$ tuple of mappings from $\Lambda_{n}$ into itself. Two mappings $F: X^{n} \rightarrow X^{k}$ and $g: X^{k} \rightarrow X^{k}$ are said to be $\Phi_{1}$-compatible, if $\left\{g\left(x_{m}^{1}, \cdots, x_{m}^{k}\right)\right\}_{\mathfrak{m}} \geqslant 0, \cdots,\left\{g\left(x_{m}^{i k+1}, \cdots, x_{m}^{i k+k}\right)\right\}_{m} \geqslant 0, \cdots,\left\{g\left(x_{m}^{n-k+1}, \cdots, x_{m}^{n}\right)\right\}_{m} \geqslant 0$ are monotone for sequences $\left\{x_{\mathfrak{m}}^{1}\right\}_{\mathfrak{m}} \geqslant 0,\left\{x_{\mathfrak{m}}^{2}\right\}_{\mathfrak{m}} \geqslant 0, \cdots,\left\{x_{\mathfrak{m}}^{\mathfrak{n}}\right\}_{\mathfrak{m} \geqslant 0} \subset X$ and

$$
\exists \lim _{m \rightarrow \infty} F\left(x_{m}^{\sigma_{i+1}(1)}, \cdots, x_{m}^{\sigma_{i+1}(n)}\right)=\lim _{m \rightarrow \infty} g\left(x_{m}^{i k+1}, \cdots, x_{m}^{i k+k}\right) \in X^{k}, \quad \text { for } i \in\{0, \cdots, l-1\},
$$

we have

$$
\lim _{m \rightarrow \infty} M^{k}\left(g F\left(x_{m}^{\sigma_{i+1}(1)}, \cdots, x_{m}^{\sigma_{i+1}(n)}\right), F\left(g\left(x_{m}^{\sigma_{i+1}(1)}, \cdots, x_{m}^{\sigma_{i+1}(k)}\right), \cdots, g\left(x_{m}^{\sigma_{i+1}(n-k+1)}, \cdots, x_{m}^{\sigma_{i+1}(n)}\right)\right), t\right)=1,
$$

for all $t>0$.
It is easy to know that Definition 2.13 is equivalent to [20, Definition 2.18] for $k=1$.
Definition 2.14. We will say that the maps $f, g$ are weakly compatible, if $f\left(x_{1}, \cdots, x_{k}\right)=g f\left(x_{1}, \cdots, x_{k}\right)$ for $\left(x_{1}, \cdots, x_{k}\right) \in X^{k}$ such that $f\left(x_{1}, \cdots, x_{k}\right)=g\left(x_{1}, \cdots, x_{k}\right)$ for $f, g: X^{k} \rightarrow X^{k}$.

Definition 2.14 is equivalent to a Definition in [4].
Lemma 2.15 ([11]). Let $\varphi \in \Phi_{k}$ be given. Then for each $\mathrm{t}_{1}>0$ and $\mathbb{T}=\left\{\left\{\mathrm{t}_{\mathrm{m}}\right\} \mid \mathrm{t}_{\mathrm{m}+1}=\varphi^{\mathrm{N}\left(\mathrm{t}_{0}^{(\mathrm{m})}\right)}\left(\mathfrak{t}_{0}^{(\mathfrak{m})}\right), \mathrm{t}_{0}^{(\mathfrak{m})} \in\right.$ $\left.\mathrm{L}_{\mathrm{t}_{\boldsymbol{m}}}, \mathrm{m} \in \mathbb{N}^{+}\right\}$, we have $\inf _{\left\{\mathfrak{t}_{\mathrm{m}}\right\} \in \mathbb{T}}\left\{\mathrm{t}_{0} \mid \lim _{\mathfrak{m} \rightarrow \infty} \mathrm{t}_{\mathrm{m}}=\mathrm{t}_{0}\right\}=0$.

Lemma 2.16 ([11]). Let $\varphi \in \Phi_{k}$ be a function. For any $t>0$ and each $r \in L_{t}$, there exists $\mathrm{N}^{\prime}(\mathrm{r}) \in \mathbb{N}^{+}$such that $\varphi^{\mathrm{N}^{\prime}(r)}(\mathrm{r})<\mathrm{t} \leqslant \varphi^{\mathrm{N}^{\prime}(\mathrm{r})-1}(\mathrm{r})$ and $\varphi^{\mathrm{n}}(\mathrm{r})<\mathrm{t}$ for $\mathrm{n} \geqslant \mathrm{N}^{\prime}(\mathrm{r})$.

## 3. Main results

In this section, we give the main results of this paper.
Lemma 3.1. If $\left(X^{n}, M^{n}, *, \preceq_{\imath}\right)$ is a k-poFMS under some $t$-norm and $x, y \in X^{n}$, then $M^{n}(x, y, \cdot)$ is a nondecreasing function on $(0, \infty)$.
Proof. Since $1 * a \geqslant a$, by (POF - 4), we obtain

$$
\begin{aligned}
M^{n}(x, y, t+s) & \geqslant M^{n}(x, y, t) * M^{n}(y, y, s) \\
& \geqslant M^{n}(x, y, t) * 1=M^{n}(x, y, t)
\end{aligned}
$$

for $\mathrm{t}, \mathrm{s}>0$, which implies that $\mathrm{M}^{\mathrm{n}}$ is a non-decreasing function.
Lemma 3.2. If $\left(\mathrm{X}^{n}, \mathrm{M}^{n}, *, \preceq_{l}\right)$ is a k -poFMS with $\mathrm{M}^{n}(\mathrm{x}, \mathrm{y}, \cdot \cdot): \mathbb{R}^{+} \rightarrow \mathbb{I}$ is continuous, then $\mathrm{M}^{n}$ is a continuous mapping on $\mathrm{X}^{n} \times \mathrm{X}^{n} \times(0, \infty)$.
Proof. Let $x, y \in X^{n}$ and $t>0$ be given. Let $\left\{\left(x_{m}^{\prime}, y_{m}^{\prime}, t_{m}^{\prime}\right)\right\}$ be a sequence in $X^{n} \times X^{n} \times(0, \infty)$ such that converges to $(x, y, t)$. Since $\left\{M^{n}\left(x_{m}^{\prime}, y_{m}^{\prime}, t_{m}^{\prime}\right)\right\}$ is a sequence in $(0,1]$, there exists a subsequence $\left\{\left(x_{m}, y_{m}, t_{m}\right)\right\}$ of $\left\{\left(x_{m}^{\prime}, y_{m}^{\prime}, t_{m}^{\prime}\right)\right\}$ converges to some point of $[0,1]$.

For $\sigma>0$ such that $\sigma<\frac{t}{2}$, there is $n_{0} \in \mathbb{N}$ such that $\left|t-t_{m}\right|<\sigma$ for $m \geqslant n_{0}$. Hence,

$$
M^{\mathfrak{n}}\left(x_{m}, y_{m}, t_{m}\right) \geqslant M^{n}\left(x_{m}, x, \frac{\sigma}{2}\right) * M^{n}(x, y, t-2 \sigma) * M^{n}\left(y, y_{m}, \frac{\sigma}{2}\right)
$$

and

$$
M^{\mathfrak{n}}(x, y, t+2 \sigma) \geqslant M^{\mathfrak{n}}\left(x_{\mathfrak{m}}, x, \frac{\sigma}{2}\right) * M^{\mathfrak{n}}\left(x_{\mathfrak{m}}, y_{\mathfrak{m}}, t_{\mathfrak{m}}\right) * M^{\mathfrak{n}}\left(y_{m}, y, \frac{\sigma}{2}\right)
$$

for $m \geqslant n_{0}$. By taking limit when $m \rightarrow \infty$, we obtain

$$
\lim _{\mathfrak{m} \rightarrow \infty} M^{\mathfrak{n}}\left(x_{\mathfrak{m}}, y_{\mathfrak{m}}, t_{\mathfrak{m}}\right) \geqslant 1 * M^{\mathfrak{n}}(x, y, t-2 \sigma) * 1=M^{\mathfrak{n}}(x, y, t-2 \sigma)
$$

and

$$
M^{n}(x, y, t+2 \sigma) \geqslant 1 * \lim _{m \rightarrow \infty} M^{n}\left(x_{m}, y_{m}, t_{m}\right) * 1=\lim _{m \rightarrow \infty} M^{n}\left(x_{m}, y_{m}, t_{m}\right) .
$$

Since $M^{n}(x, y, t)$ is continuous on $t \in(0, \infty)$, we immediately deduce that $M^{n}(x, y, t)=\lim _{n \rightarrow \infty} M^{n}\left(x_{m}\right.$, $\left.y_{m}, t_{m}\right)$. Therefore $M^{n}$ is continuous on $X^{n} \times X^{n} \times(0, \infty)$.

Lemma 3.3. Let $\left(\mathrm{X}^{n}, \mathrm{M}^{n}, *, \preceq_{\imath}\right)$ be a k-poFMS such that $*$ is a continuous t -norm. Let $\mathrm{M}^{n}: \mathrm{X}^{n} \times \mathrm{X}^{n} \times \mathbb{R}^{+} \rightarrow \mathbb{I}$ be defined by

$$
M^{n}(A, B, t)=*_{i=1}^{n} M\left(a_{i}, b_{i}, t\right),
$$

for $A=\left(a_{1}, a_{2}, \cdots, a_{n}\right), B=\left(b_{1}, b_{2}, \cdots, b_{n}\right) \in X^{n}$, and $t>0$. Then the following properties hold:
(i) $\left(X^{n}, M^{n}, *, \preceq_{l}\right)$ is also FMS.
(ii) Let $\left\{A_{m}=\left(a_{m}^{1}, a_{m}^{2}, \cdots, a_{m}^{n}\right)\right\}$ be a sequence on $X^{n}$ and $A=\left(a_{1}, a_{2}, \cdots, a_{n}\right) \in X^{n}$ be given. Then $\left\{A_{m}\right\} \rightarrow A$, if and only if $\left\{a_{m}^{i}\right\} \rightarrow a_{i}$ for $i \in\{1,2, \cdots, n\}$.
(iii) If $(\mathrm{X}, \mathrm{M}, *)$ is complete, then $\left(\mathrm{X}^{n}, \mathrm{M}^{n}, *\right)$ is complete.

Proof. The proof of Lemma 3.3 is similar to [16, Lemma 13], by Definition 2.7.
Lemma 3.4. If $X \preceq_{\imath} Y$ for $\frac{\mathfrak{n}}{\imath} \in \mathbb{N}$, we have $\left(x_{\sigma(1)}, \cdots, x_{\sigma(\mathfrak{n})}\right) \preceq_{\imath}\left(y_{\sigma(1)}, \cdots, y_{\sigma(\mathfrak{n})}\right)$ for $\sigma \in \Omega_{A B}$, $\left(x_{\sigma(1)}, \cdots, x_{\sigma(\mathfrak{n})}\right) \succeq_{l}\left(y_{\sigma(1)}, \cdots, y_{\sigma(\mathfrak{n})}\right)$ for $\sigma \in \Omega_{A B}^{\prime}$.
Proof. Let $k=\frac{n}{\imath}$ and $i \in\{0,1, \cdots, l-1\}$ be given. Fix $\sigma \in \Omega_{A B}$. Then, for $i+1 \in A$, we have $\sigma(i+1) \in A$, and $x_{\sigma(i k+j)} \preceq_{\sigma(i+1)} y_{\sigma(i k+j)}$ implies that $x_{\sigma(i k+j)} \preceq y_{\sigma(i k+j)}$, which means that $x_{\sigma(i k+j)} \preceq_{i+1} y_{\sigma(i k+j)}$
for $\mathfrak{j}=1,2, \cdots, k$.
For $\mathfrak{i}+1 \in B$, we have $\sigma(i+1) \in B$, and $x_{\sigma(i k+j)} \preceq_{\sigma(i+1)} y_{\sigma(i k+j)}$ implies that $x_{\sigma(i k+j)} \succeq y_{\sigma(i k+j)}$, which means that $\chi_{\sigma(i k+j)} \preceq_{i+1} y_{\sigma(i k+j)}$ for $\mathfrak{j}=1,2, \cdots, k$.

In any case, if $\sigma \in \Omega_{A B}$, then $\chi_{\sigma(i k+j)} \preceq_{i+1} y_{\sigma(i k+j)}$ for $i \in\{0,1, \cdots, l-1\}$. It follows that

$$
\left(x_{\sigma(1)}, \cdots, x_{\sigma(\mathfrak{n})}\right) \preceq\left(y_{\sigma(1)}, \cdots, y_{\sigma(\mathfrak{n})}\right) .
$$

Now, fix $\sigma \in \Omega_{A B}^{\prime}$. For $\mathfrak{i}+1 \in A$, then $\sigma(i+1) \in B$, and $x_{\sigma(i k+j)} \preceq_{\sigma(i+1)} y_{\sigma(i k+j)}$ implies that $x_{\sigma(i k+j)} \succeq y_{\sigma(i k+j)}$, which means that $x_{\sigma(i k+j)} \succeq_{i+1} y_{\sigma(i k+j)}$. For $i \in B$, we have $\sigma(i+1) \in A$. And $x_{\sigma(i k+j)} \preceq_{\sigma(i+1)} y_{\sigma(i k+j)}$ implies $x_{\sigma(i k+j)} \preceq y_{\sigma(i k+j)}$, which means that $x_{\sigma(i k+j)} \succeq_{i+1} y_{\sigma(i k+j)}$.

In any case, if $\sigma \in \Omega_{A B}^{\prime}$, then $x_{\sigma(i k+j)} \preceq_{i+1} y_{\sigma(i k+j)}$ for $i \in\{0,1, \cdots, l-1\}$. It follows that

$$
\left(x_{\sigma(1)}, \cdots, x_{\sigma(\mathfrak{n})}\right) \preceq_{\imath}\left(y_{\sigma(1)}, \cdots, y_{\sigma(\mathfrak{n})}\right) .
$$

Lemma 3.5. Let $\left(\mathrm{X}^{n}, \mathrm{M}^{n},,_{,} \preceq_{\imath}\right)$ be a k-poFMS such that * is a t-norm of H -type. Let $\left\{\mathrm{X}_{\mathrm{m}}\right\} \subseteq \mathrm{X}^{n}$ be a sequence in ( $X^{n}, M^{n}, *, \preceq_{\imath}$ ). If there exists a function $\varphi \in \Phi_{k}$ satisfying
(i) $\varphi(\mathrm{t})>0$ for $\mathrm{t}>0$;
(ii) $M^{n}\left(X_{i}, X_{j}, \varphi(t)\right) \geqslant M^{n}\left(X_{i-1}, X_{j-1}, t\right)$ for $i, j \in \mathbb{N}$ and $t>0$;
(iii) $\lim _{t \rightarrow \infty} M^{n}\left(X_{0}, X_{1}, t\right)=1$,
then $\left\{X_{m}\right\}$ is a Cauchy sequence.
Proof. By Lemma 3.3, it is easy to know that ( $\mathrm{X}^{n}, \mathrm{M}^{n},,_{,}$) is a FMS. Next, we proceed with the following steps:
Step 1. We claim that for any $\mathrm{t}>0$,

$$
\begin{equation*}
M^{\mathfrak{n}}\left(X_{m}, X_{m+1}, t\right) \rightarrow 1 \text { as } \mathfrak{m} \rightarrow \infty \tag{3.1}
\end{equation*}
$$

By (iii), for any $\varepsilon \in(0,1)$, there exists $t_{1}>0$ such that $M^{n}\left(X_{0}, X_{1}, t_{1}\right)>1-\varepsilon$. For $t_{1}>0$, since $\varphi \in \Phi_{k}$ and Lemma 2.15, we have $\inf _{\left\{\mathfrak{t}_{\mathfrak{m}}\right\} \in \mathbb{T}}\left\{\mathrm{t}_{0} \mid \lim _{\mathfrak{m} \rightarrow \infty} \mathrm{t}_{\mathrm{m}}=\mathrm{t}_{0}\right\}=0$ for

$$
\mathbb{T}=\left\{\left\{\mathrm{t}_{\mathrm{m}}\right\} \mid \mathrm{t}_{\mathfrak{m}+1}=\varphi^{\mathbf{N}\left(\mathrm{t}_{0}^{(\mathfrak{m})}\right)}\left(\mathrm{t}_{0}^{(\mathfrak{m})}\right), \mathrm{t}_{0}^{(\mathfrak{m})} \in \mathrm{L}_{\mathrm{t}_{\boldsymbol{m}}}, \mathfrak{m} \in \mathbb{N}^{+}\right\} .
$$

For each $t>0$, there exists $\left\{x_{m}\right\} \in \mathbb{T}$ such that $\lim _{m \rightarrow \infty} x_{m}<t$. So, there exists $n_{0} \in \mathbb{N}$ such that $t \geqslant x_{m}$ for each $m \geqslant n_{0}$. Since $M^{n}(X, Y, \cdot)$ is non-decreasing and satisfies (ii), we obtain

$$
\begin{aligned}
1-\varepsilon & <M^{n}\left(X_{0}, X_{1}, t_{1}\right) \leqslant M^{n}\left(X_{1}, X_{2}, \varphi\left(t_{0}^{(1)}\right)\right) \leqslant \cdots \leqslant M^{n}\left(X_{n_{1}}, X_{n_{1}+1}, \varphi^{n_{1}}\left(t_{0}^{(1)}\right)\right) \\
& \leqslant M^{\mathfrak{n}}\left(X_{n_{1}}, X_{n_{1}+1}, t_{0}^{(2)}\right) \leqslant \cdots \leqslant M^{\mathfrak{n}}\left(X_{n_{1}+n_{2}}, X_{n_{1}+n_{2}+1}, \varphi^{n_{2}}\left(t_{0}^{(2)}\right)\right) \\
& \vdots \\
& \leqslant M^{n}\left(X_{n_{1} \cdots+n_{n_{0}}+i}, X_{n_{1}+\cdots+n_{n_{0}}+\mathfrak{i}+1}, \varphi^{n_{n_{0}}+\mathfrak{i}}\left(t_{0}^{\left(n_{0}\right)}\right)\right) \leqslant M^{n}\left(X_{m}, X_{m+1}, t\right),
\end{aligned}
$$

for $m=n_{1}+\cdots+n_{n_{0}}+i, i \in \mathbb{N}$, and $n_{j} \geqslant N\left(t_{0}^{(j)}\right), j \in\left\{1, \cdots, n_{n_{0}}\right\}$, which implies that (3.1) holds.
Step 2. We claim that for any $t>0$,

$$
\begin{equation*}
M^{n}\left(X_{i}, X_{j}, t\right) \geqslant *^{j-i} M^{n}\left(X_{i}, X_{i+1}, t-\varphi^{N^{\prime}(r)}(r)\right), \quad \text { for } j \geqslant i+1, \tag{3.2}
\end{equation*}
$$

where $r \geqslant t$. Since $\varphi \in \Phi_{k}$, for any $t>0$, there exist $r>t$ and $N^{\prime}(r) \in \mathbb{N}$ such that $\varphi^{N^{\prime}(r)}(r)<t$, by

Lemma 3.1. By (POF - 4), (ii) and the monotonicity of $*$, we get

$$
\begin{aligned}
M^{n}\left(X_{i}, X_{j+1}, t\right) & =M^{n}\left(X_{i}, X_{j+1}, t-\varphi^{N^{\prime}(r)}(r)+\varphi^{N^{\prime}(r)}(r)\right) \\
& \geqslant M^{n}\left(X_{i}, X_{i+1}, t-\varphi^{N^{\prime}(r)}(r)\right) * M^{n}\left(X_{i+1}, X_{j+1}, \varphi^{N^{\prime}(r)}(r)\right) \\
& \geqslant M^{n}\left(X_{i}, X_{i+1}, t-\varphi^{N^{\prime}(r)}(r)\right) * M^{n}\left(X_{i}, X_{j}, \varphi^{N^{\prime}(r)-1}(r)\right) \\
& \geqslant M^{n}\left(X_{i}, X_{i+1}, t-\varphi^{N^{\prime}(r)}(r)\right) * M^{n}\left(X_{i}, X_{j}, t\right) \\
& \geqslant M^{n}\left(X_{i}, X_{i+1}, t-\varphi^{N^{\prime}(r)}(r)\right) *\left(*^{j-i} M^{n}\left(X_{i}, X_{i+1}, t-\varphi^{N^{\prime}(r)}(r)\right)\right. \\
& =*^{j+1-i} M^{k}\left(X_{i}, X_{i+1}, t-\varphi^{N^{\prime}(r)}(r)\right) .
\end{aligned}
$$

Thus, we prove that if (3.2) holds for $\mathfrak{j} \geqslant \mathfrak{i}+1$, then it also holds for $\mathfrak{j}+1$.
Step 3. We claim that $\left\{X_{m}\right\}$ is a Cauchy sequence. As $*$ is equi-continuous at $a=1$, for $\varepsilon \in(0,1)$ there exists $\eta \in(0,1)$ such that

$$
\begin{equation*}
\text { if } a \in(1-\eta, 1] \text {, then } *^{n} a>1-\varepsilon \text {, for } n \in \mathbb{N} \text {. } \tag{3.3}
\end{equation*}
$$

It follows from (3.1) that there exists $n_{1} \in \mathbb{N}$ such that $M^{n}\left(X_{m}, X_{m+1}, t-\phi(r)\right)>1-\eta$ for $m \geqslant n_{1}$. So, by (3.3), we have

$$
\begin{equation*}
*^{j-i} M^{n}\left(X_{i}, X_{i+1}, t-\phi(r)\right)>1-\varepsilon, \tag{3.4}
\end{equation*}
$$

for $\mathfrak{j} \geqslant \mathfrak{i}+1$. By (3.2) and (3.4), we get for each $t>0$ and $\varepsilon \in(0,1), M^{n}\left(X_{i}, X_{j}, t\right)>1-\varepsilon$ for $\mathfrak{j} \geqslant i+1 \geqslant n_{1}$, which implies that $\left\{X_{m}\right\}$ is a Cauchy sequence.
Theorem 3.6. Let $\left(\mathrm{X}^{\mathrm{k}}, \mathrm{M}^{\mathrm{k}}, *, \preceq_{1}\right)$ be a complete k -poFMS such that $*$ is a continuous t -norm of H -type. Let $\mathrm{T}: \mathrm{X}^{\mathrm{k}} \rightarrow \mathrm{X}^{\mathrm{k}}$ and $\mathrm{G}: \mathrm{X}^{\mathrm{k}} \rightarrow \mathrm{X}^{\mathrm{k}}$ be two mappings such that T is a $\mathrm{G}_{\mathrm{k}}$-isotone mapping and $\mathrm{T}\left(\mathrm{X}^{\mathrm{k}}\right) \subseteq \mathrm{G}\left(\mathrm{X}^{\mathrm{k}}\right)$. Assume that there exists $\varphi \in \Phi_{k}$ such that, for $\mathrm{t}>0$ and $\left(\mathrm{y}_{1}, \cdots, y_{k}\right),\left(v_{1}, \cdots, v_{k}\right) \in X^{k}$ with $G\left(y_{1}, \cdots, y_{k}\right) \preceq_{1}$ $\mathrm{G}\left(v_{1}, \cdots, v_{\mathrm{k}}\right)$,

$$
\begin{equation*}
M^{k}\left(T\left(y_{1}, \cdots, y_{k}\right), T\left(v_{1}, \cdots, v_{k}\right), \varphi(t)\right) \geqslant M^{k}\left(G\left(y_{1}, \cdots, y_{k}\right), G\left(v_{1}, \cdots, v_{k}\right), t\right) . \tag{3.5}
\end{equation*}
$$

Also suppose that either
(C1) T and G are continuous and J -compatible and $\mathrm{M}^{\mathrm{k}}(\mathrm{X}, \mathrm{Y}, \cdot): \mathbb{R}^{+} \rightarrow \mathbb{I}$ is continuous; or
(C2) $\left(\mathrm{X}^{\mathrm{k}}, \tau_{\mathrm{M}^{k}}, \underline{2}\right)$ has the sequential monotone property and $\mathrm{G}\left(\mathrm{X}^{\mathrm{k}}\right)$ is closed.
If there exists $\left(y_{0}^{1}, \cdots, y_{0}^{k}\right) \in X^{k}$ such that $G\left(y_{0}^{1}, y_{0}^{2}, \cdots, y_{0}^{k}\right) \asymp_{1} T\left(y_{0}^{1}, y_{0}^{2}, \cdots, y_{0}^{k}\right)$ and

$$
\lim _{t \rightarrow \infty} M^{k}\left(G\left(y_{0}^{1}, y_{0}^{2}, \cdots, y_{0}^{k}\right), T\left(y_{0}^{1}, y_{0}^{2}, \cdots, y_{0}^{k}\right), t\right)=1,
$$

then T and G have a coincidence point.
Proof. Since $\left(X^{k}, M^{k}, *, \preceq_{1}\right)$ is a complete $k$-poFMS such that $*$ is a continuous $t$-norm of H-type. Let $Y_{0}=\left(y_{0}^{1}, y_{0}^{2}, \cdots, y_{0}^{k}\right) \in X^{k}$ such that $G\left(Y_{0}\right) \asymp_{1} T\left(Y_{0}\right)$ and $\lim _{t \rightarrow \infty} M^{k}\left(G\left(Y_{0}\right), T\left(Y_{0}\right), t\right)=1$. Since $T\left(X^{k}\right) \subseteq$ $G\left(X^{k}\right)$, there exists $Y_{1}=\left(y_{1}^{1}, \cdots, y_{1}^{k}\right) \in X^{k}$ such that $G\left(Y_{1}\right)=T\left(Y_{0}\right)$. Recursively, we see that, for every $\mathfrak{m} \in \mathbb{N}$, there exists $Y_{\mathfrak{m}+1}=\left(y_{\mathfrak{m}+1}^{1}, \cdots, y_{\mathfrak{m}+1}^{k}\right) \in X^{k}$ such that $G\left(Y_{m+1}\right)=T\left(Y_{m}\right)$. Set $Z_{0}=G\left(Y_{0}\right)$ and $Z_{m+1}=G\left(Y_{m+1}\right)=T\left(Y_{m}\right)$ for every $m \in \mathbb{N}$.

Since $G\left(Y_{0}\right) \asymp_{1} T\left(Y_{0}\right)$, we suppose that $G\left(Y_{0}\right) \preceq_{1} T\left(Y_{0}\right)$, i.e., $Z_{0} \preceq_{1} Z_{1}$. Assume that $Z_{m-1} \preceq_{1} Z_{m}$ for some $m \in \mathbb{N}_{0}$, that is, $G\left(Y_{m-1}\right) \preceq_{1} G\left(Y_{m}\right)$. Since $T$ is a $G_{k}$-isotone mapping, we get $Z_{m}=T\left(Y_{m-1}\right) \preceq_{1}$ $T\left(Y_{m}\right)=Z_{m+1}$. This actually means that the sequence $\left\{Z_{m}\right\}$ is non-decreasing. Using (3.5) and monotonicity of $\left\{Z_{m}\right\}$, we get

$$
M^{k}\left(Z_{n}, Z_{m}, \varphi(t)\right)=M^{k}\left(T\left(Y_{n-1}\right), T\left(Y_{m-1}\right), \varphi(t)\right)
$$

$$
\begin{aligned}
& \geqslant M^{k}\left(G\left(Y_{n-1}\right), G\left(Y_{m-1}\right), t\right) \\
& =M^{k}\left(Z_{n-1}, Z_{m-1}, t\right),
\end{aligned}
$$

for $m, n \in \mathbb{N}$ and $t>0$. Obviously, the inequality (3.5) implies that $\varphi(t)>0$ for $t>0$. Indeed, if there exists some $\mathrm{t}_{0}>0$ such that $\varphi\left(\mathrm{t}_{0}\right)=0$, then it follows from (3.5) that

$$
0=M^{k}\left(T(Y), T(Y), \varphi\left(t_{0}\right)\right) \geqslant M^{k}\left(G(Y), G(Y), t_{0}\right)=1,
$$

which is a contradiction. Since $\lim _{t \rightarrow \infty} M^{k}\left(G\left(Y_{0}\right), T\left(Y_{0}\right), t\right)=1$, we have $\lim _{t \rightarrow \infty} M^{k}\left(Z_{0}, Z_{1}, t\right)=1$. By Lemma $3.5,\left\{Z_{m}\right\}$ is a Cauchy sequence.

Now suppose that the condition (C1) holds. Since ( $X^{k}, M^{k}, *, \preceq_{1}$ ) is complete, there exists $\hat{Z} \in X^{k}$ such that $\lim _{m \rightarrow \infty} Z_{m}=\hat{Z}$, that is,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} T\left(Y_{m}\right)=\lim _{m \rightarrow \infty} G\left(Y_{m}\right)=\hat{Z} \tag{3.6}
\end{equation*}
$$

Since T and G are J-compatible, we have

$$
\begin{equation*}
\lim _{m \rightarrow \infty} M^{k}\left(G\left(G\left(Y_{m+1}\right)\right), T\left(G\left(Y_{m}\right)\right), t\right)=\lim _{m \rightarrow \infty} M^{k}\left(G\left(T\left(Y_{m}\right)\right), T\left(G\left(Y_{m}\right)\right), t\right)=1, \tag{3.7}
\end{equation*}
$$

for $t>0$. As G is continuous, we have

$$
\begin{equation*}
\lim _{m \rightarrow \infty} G\left(G\left(Y_{m}\right)\right)=G(\hat{Z}) \tag{3.8}
\end{equation*}
$$

Using Lemma 3.2, we find that $M^{k}$ is a continuous mapping on $X^{k} \times X^{k} \times(0, \infty)$. By the continuity of $M^{k}$ and (3.6), (3.7), (3.8), we have $1=\lim _{\mathfrak{m} \rightarrow \infty} M^{k}\left(G\left(G\left(Y_{m+1}\right)\right), T\left(G\left(Y_{m}\right)\right), t\right)=M^{k}(G(\hat{Z}), T(\hat{Z}), t)$ for $t>0$, which implies $G(\hat{Z})=T(\hat{Z})$, i.e., $\hat{Z}$ is a coincidence point of $T$ and $G$.

Now, suppose that the condition (C2) holds. Since ( $X^{k}, M^{k}, *, \preceq_{1}$ ) is complete and $G\left(X^{k}\right)$ is closed, there exists $Z \in X^{k}$ such that $\lim _{m \rightarrow \infty} T\left(Y_{\mathfrak{m}}\right)=\lim _{m \rightarrow \infty} G\left(Y_{m}\right)=G(Z)$. Since $\left(X^{k}, \tau_{M^{k}}, \preceq\right)$ has the sequential monotone property, we have $G\left(Y_{m}\right) \preceq_{1} G(Z)$ for $m \in \mathbb{N}_{0}$. Since $\varphi \in \Phi_{k}$, for each $t>0$ there exist $r>t$ and $N(r) \in \mathbb{N}$ such that $\varphi^{n}(r)<t$, for $n \geqslant N(r)$, by Lemma 2.16. So, by (3.5) and the monotonicity of $M^{k}(X, Y, \cdot)$, we have

$$
\begin{aligned}
M^{k}\left(T\left(Y_{m}\right), T(Z), t\right) & \geqslant M^{k}\left(T\left(Y_{m}\right), T(Z), \varphi^{N(r)}(r)\right) \\
& \geqslant M^{k}\left(G\left(Y_{m}\right), G(Z), \varphi^{N(r)-1}(r)\right) \\
& \geqslant M^{k}\left(G\left(Y_{m}\right), G(Z), t\right)
\end{aligned}
$$

for $t>0$ and $m \in \mathbb{N}_{0}$. Letting $\mathfrak{m} \rightarrow \infty$ in the above inequality, we get $T\left(Y_{m}\right) \rightarrow T(Z)$. By the uniqueness of the limit, we conclude that $G(Z)=T(Z)$, i.e., $Z$ is a coincidence point of $T$ and $G$.

Theorem 3.7. In addition to the hypotheses of Theorem 3.6 , let G be weakly compatible with T if assumption (C2) holds. Suppose that for all coincidence points $\mathrm{Y}, \mathrm{V} \in \mathrm{X}^{\mathrm{k}}$ of mappings T and G , there exists $\mathrm{U} \in \mathrm{X}^{\mathrm{k}}$ such that
(C3) $\mathrm{G}(\mathrm{U})$ is comparable to $\mathrm{G}(\mathrm{Y})$ and $\mathrm{G}(\mathrm{V})$;
(C4) $\lim _{\mathrm{t} \rightarrow \infty} M^{\mathrm{k}}(\mathrm{G}(\mathrm{U}), \mathrm{G}(\mathrm{Y}), \mathrm{t})=\lim _{\mathrm{t} \rightarrow \infty} \mathrm{M}^{\mathrm{k}}(\mathrm{G}(\mathrm{U}), \mathrm{G}(\mathrm{V}), \mathrm{t})=1$.
Then T and G have a unique common fixed point.
Proof. Let $\mathrm{U}_{0}=\mathrm{U}$ and define a sequence $\left\{\mathrm{G}\left(\mathrm{U}_{\mathfrak{m}}\right)\right\}$ by $\mathrm{G}\left(\mathrm{U}_{\mathrm{m}+1}\right)=\mathrm{T}\left(\mathrm{U}_{\mathrm{m}}\right)$ for $\mathrm{m} \in \mathbb{N}$. We assume that $G(Y) \preceq_{1} G\left(U_{0}\right)$. Since $T$ is a $G_{k}$-isotone mapping, we have $G(Y)=T(Y) \preceq_{1} T\left(U_{0}\right)=G\left(U_{1}\right)$. By induction we obtain $G(Y) \preceq_{1} G\left(U_{m}\right)$ for $m \in \mathbb{N}$. Owing to $\lim _{t \rightarrow \infty} M^{k}\left(G\left(U_{0}\right), G(Y), t\right)=1$, for any $\varepsilon \in(0,1)$, there exists $t_{1}>0$ such that $M^{k}\left(G\left(U_{0}\right), G(Y), t_{1}\right)>1-\varepsilon$. For each $t_{1}>0$, by Lemma 2.15, we obtain

$t>0$, there exist $\left\{\mathrm{t}_{\mathrm{m}}\right\} \in \mathbb{T}$ and $\mathrm{N}\left(\mathrm{t}_{0}^{\left(\mathrm{m}_{0}\right)}\right) \in \mathbb{N}$ such that $\varphi^{\mathrm{n}}\left(\mathrm{t}_{0}^{\left(\mathrm{m}_{0}\right)}\right)<\mathrm{t}$ for $\mathrm{n} \geqslant \mathrm{N}\left(\mathrm{t}_{0}^{\left(\mathrm{m}_{0}\right)}\right)$. So, by (3.5) and the monotonicity of $M^{k}(X, Y, \cdot)$, we get

$$
\begin{aligned}
1-\varepsilon & <M^{k}\left(G\left(U_{0}\right), G(Y), t_{1}\right) \leqslant M^{k}\left(G\left(U_{0}\right), G(Y), t_{0}^{(1)}\right) \leqslant M^{k}\left(T\left(U_{0}\right), T(Y), \varphi\left(t_{0}^{(1)}\right)\right) \\
& \leqslant M^{k}\left(G\left(U_{1}\right), G(Y), \varphi\left(t_{0}^{(1)}\right)\right) \leqslant \cdots \leqslant M^{k}\left(G\left(U_{N\left(t_{0}^{(1)}\right)}, G(Y), \varphi^{N\left(t_{0}^{(1)}\right)}\left(t_{0}^{(1)}\right)\right)\right. \\
& \leqslant M^{k}\left(G\left(U_{N\left(t_{0}^{(1)}\right)}, G(Y), t_{0}^{(2)}\right) \leqslant \cdots \leqslant M^{k}\left(G\left(U_{m}\right), G(Y), \varphi^{N\left(t_{0}^{\left(m_{0}\right)}\right)+i}\left(t_{0}^{\left(m_{0}\right)}\right)\right)\right. \\
& \leqslant M^{k}\left(G\left(U_{m}\right), G(Y), t\right),
\end{aligned}
$$

for $m=N\left(t_{0}^{(1)}\right)+\cdots+N\left(t_{0}^{\mathfrak{m}_{0}}\right)+i$ and $i \in \mathbb{N}$. Since $\varepsilon, t>0$ are arbitrary, we deduce that

$$
\mathrm{M}^{\mathrm{k}}\left(\mathrm{G}\left(\mathrm{U}_{\mathrm{m}}\right), \mathrm{G}(\mathrm{Y}), \mathrm{t}\right) \rightarrow 1 \text { as } \mathrm{m} \rightarrow \infty
$$

This shows that $\lim _{\mathfrak{m} \rightarrow \infty} G\left(U_{\mathfrak{m}}\right)=G(Y)$. Similarly, we find that $\lim _{\mathfrak{m} \rightarrow \infty} G\left(U_{\mathfrak{m}}\right)=G(V)$. The uniqueness of the limit proves that $\lim _{m \rightarrow \infty} G\left(U_{m}\right)=G(Y)=G(V)$.

Denote $W=T(Y)=G(Y)$. Since $T$ and $G$ are weakly compatible mappings, we have $T(W)=T G(Y)=$ $G T(Y)=G(W)$. So, $W$ is also a coincidence point of $T$ and $G$. Therefore, $G(W)=G(Y)=W$ and $W$ is a common fixed point of T and G . In order to prove the uniqueness, assume that $\mathrm{W}^{*}$ is another common fixed point of T and G. Then we have $W^{*}=G\left(W^{*}\right)=G(W)=W$. This completes the proof.

Definition 3.8. Let $F: X^{n} \rightarrow X^{k}$ and $g: X^{k} \rightarrow X^{k}$ be two mappings, where $l=\frac{n}{k} \in \mathbb{N}$. A point $\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in X^{n}$ is a common fixed point of $F$ and $g$ if

$$
F\left(x_{\sigma_{i+1}(1)}, x_{\sigma_{i+1}(2)}, \cdots, x_{\sigma_{i+1}(n)}\right)=g\left(x_{i k+1}, \cdots, x_{i k+k}\right)=\left(x_{i k+1}, \cdots, x_{i k+k}\right), \text { for } i \in\{0,1, \cdots, l-1\} .
$$

Definition 3.9. Given $n \geqslant 2$, the mappings $F: X^{n} \rightarrow X^{k}$ and $g: X^{k} \rightarrow X^{k}$ are weakly compatible for $l=\frac{n}{k} \in \mathbb{N}$, if

$$
\begin{aligned}
& F\left(x_{\sigma_{i+1}(1)}, \cdots, x_{\sigma_{i+1}(n)}\right)=g\left(x_{i k+1}, \cdots, x_{i k+k}\right), \text { for } i \in\{0,1, \cdots, l-1\} \Rightarrow \\
& g F\left(x_{\sigma_{i+1}(1)}, \cdots, x_{\sigma_{i+1}(n)}\right)=F\left(g\left(x_{\sigma_{i+1}(1)}, \cdots, x_{\sigma_{i+1}(k)}\right), \cdots, g\left(x_{\sigma_{i+1}(j k+1)} \cdots,\right.\right. \\
& \left.\quad x_{\sigma_{i+1}(j k+k)}\right), \cdots, g\left(x_{\sigma_{i+1}(n-k+1)}, \cdots, x_{\sigma_{i+1}(n)}\right), \text { for } i \in\{0,1, \cdots, l-1\} .
\end{aligned}
$$

Theorem 3.10. Let $\left(\mathrm{X}^{n}, \mathrm{M}^{n}, *, \preceq_{\imath}\right)$ be a complete k -poFMS with continuous t -norm $*$ of H -type for $\frac{\mathrm{n}}{\mathrm{k}}$ and $n, k \in \mathbb{N}$. Let $\Phi=\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{l}\right)$ be an l-tuple of mappings from $\Lambda_{n}$ into itself verifying $\sigma_{i+1} \in \Omega_{A B}$, if $\mathfrak{i}+1 \in A$ and $\sigma_{i+1} \in \Omega_{A B}^{\prime}$, if $i+1 \in B$. Suppose that $F: X^{n} \rightarrow X^{k}$ and $g: X^{k} \rightarrow X^{k}$ are two mappings, satisfying that F has the mixed $\mathrm{g}_{\mathrm{k}}$-monotone property on $\mathrm{X}^{\mathrm{k}}$ and $\mathrm{F}\left(\mathrm{X}^{\mathrm{n}}\right) \subseteq \mathrm{g}\left(\mathrm{X}^{\mathrm{k}}\right)$. Assume that there exists $\varphi \in \Phi_{\mathrm{k}}$ such that

$$
\begin{equation*}
M^{k}\left(F\left(x_{1}, \cdots, x_{n}\right), F\left(y_{1}, \cdots, y_{n}\right), \varphi(t)\right) \geqslant \gamma\left(*_{i=0}^{l-1} M^{k}\left(g\left(x_{i k+1}, \cdots, x_{i k+k}\right), g\left(y_{i k+1}, \cdots, y_{i k+k}\right), t\right),\right. \tag{3.9}
\end{equation*}
$$

for $\mathrm{t}>0$ and $x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{n} \in X$ with

$$
g\left(x_{i k+1}, \cdots, x_{i k+k}\right) \preceq_{i+1} g\left(y_{i k+1} \cdots, y_{i k+k}\right) \text { for } i \in\{0,1, \cdots, l-1\} \text {, }
$$

where $\gamma:[0,1] \rightarrow[0,1]$ is a mapping such that $*^{l} \gamma(a) \geqslant a$ for $a \in[0,1]$. Suppose that

$$
\begin{align*}
& \gamma\left(*_{i=0}^{l-1} M^{k}\left(g\left(x_{\sigma_{j+1}(i k+1)}, \cdots, x_{\sigma_{j+1}(i k+k)}\right), g\left(y_{\sigma_{j+1}(i k+1)}, \cdots, y_{\sigma_{j+1}(i k+k)}\right), t\right)\right) \\
& \geqslant \gamma\left(*_{i=0}^{l-1} M^{k}\left(g\left(x_{i k+1}, \cdots, x_{i k+k}\right), g\left(y_{i k+1}, \cdots, y_{i k+k}\right), t\right)\right), \tag{3.10}
\end{align*}
$$

for $\mathrm{j} \in\{0,1, \cdots, l-1\}$ and $x_{1}, x_{2}, \cdots, x_{n}, y_{1}, y_{2}, \cdots, y_{n} \in X$, with

$$
g\left(x_{i k+1}, \cdots, x_{i k+k}\right) \preceq_{i+1} g\left(y_{i k+1}, \cdots, y_{i k+k}\right), \text { for } i \in\{0,1, \cdots, l-1\} .
$$

## Suppose that either

(C5) F and g are continuous and $\Phi_{1}$-compatible and $\mathrm{M}^{\mathrm{k}}(\mathrm{X}, \mathrm{Y}, \cdot): \mathbb{R}^{+} \rightarrow \mathbb{I}$ is continuous; or
(C6) $\left(\mathrm{X}^{\mathrm{k}}, \tau_{\mathrm{M}^{k}}, \preceq_{1}\right)$ has the sequential monotone property and $\mathrm{g}\left(\mathrm{X}^{\mathrm{k}}\right)$ is closed.
If there exist $x_{0}^{1}, x_{0}^{2}, \cdots, x_{0}^{n} \in X$ such that

$$
g\left(x_{0}^{i k+1}, \cdots, x_{0}^{i k+k}\right) \preceq_{i+1} F\left(x_{0}^{\sigma_{i+1}(1)}, \cdots, x_{0}^{\sigma_{i+1}(n)}\right),
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} M^{k}\left(g\left(x_{0}^{i k+1}, \cdots, x_{0}^{i k+k}\right), F\left(x_{0}^{\sigma_{i+1}(1)}, \cdots, x_{0}^{\sigma_{i+1}(n)}\right), t\right)=1 \tag{3.11}
\end{equation*}
$$

for $\mathrm{i} \in\{0,1, \cdots, \mathrm{l}-1\}$, then F and g have, at least one $\mathrm{r}_{\mathrm{k}}$-coincidence point.
Furthermore, assume that for all pairs of $\Upsilon_{k}$-coincidence points $\left(x_{1}, x_{2}, \cdots, x_{n}\right),\left(y_{1}, y_{2}, \cdots, y_{n}\right) \in X^{n}$ of $F$ and $g$, there exists $\left(u_{1}, u_{2}, \cdots, u_{n}\right) \in X^{n}$ such that
(C7) $\left(g\left(u_{1}, u_{2}, \cdots, u_{k}\right), \cdots, g\left(u_{n-k+1}, \cdots, u_{n}\right)\right)$ is comparable to $\left(g\left(x_{1}, \cdots, x_{k}\right), \cdots, g\left(x_{n-k+1}, \cdots, x_{n}\right)\right)$ and $\left(g\left(y_{1}, \cdots, y_{k}\right), \cdots, g\left(y_{n-k+1}, \cdots, y_{n}\right)\right)$;
(C8) $\lim _{\rightarrow \infty} M^{k}\left(g\left(u_{i k+1}, \cdots, u_{i k+k}\right), g\left(x_{i k+1}, \cdots, x_{i k+k}\right), t\right)=\lim _{t \rightarrow \infty} M^{k}\left(g\left(u_{i k+1}, \cdots, u_{i k+k}\right), g\left(y_{i k+1}\right.\right.$, $\left.\left.\cdots, y_{i k+k}\right), t\right)=1$ for $i \in\{0,1, \cdots, l-1\}$.

Also, assume that F is weakly compatible with g if assumption (C6) holds. Then F and g have a unique common fixed point.
Proof. Let $\mathrm{T}: \mathrm{X}^{n} \rightarrow \mathrm{X}^{n}$ and $\mathrm{G}: \mathrm{X}^{n} \rightarrow \mathrm{X}^{\mathrm{n}}$ be two mappings defined by

$$
\begin{equation*}
\mathrm{T}(\mathrm{Y})=\left(\mathrm{F}\left(y_{\sigma_{1}(1)}, \cdots, y_{\sigma_{1}(n)}\right), \cdots, F\left(y_{\sigma_{\imath}(1)}, \cdots, y_{\sigma_{l}(n)}\right)\right), \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
G(Y)=\left(g\left(y_{1}, \cdots, y_{k}\right), \cdots, g\left(y_{n-k+1}, \cdots, y_{n}\right)\right), \tag{3.13}
\end{equation*}
$$

for $Y \in X^{n}$. It follows from $F\left(X^{n}\right) \subseteq g\left(X^{k}\right)$ that $T\left(X^{n}\right) \subseteq G\left(X^{n}\right)$. By (3.11), definition of $M^{n}$ and the continuity of $*$, there exists $Y_{0}$ such that $G\left(X_{0}\right) \preceq_{\imath} T\left(x_{0}\right)$ and $\lim _{t \rightarrow \infty} M^{n}\left(G\left(x_{0}\right), T\left(x_{0}\right), t\right)=1$. Suppose that $\left\{Y_{m}\right\}_{m} \geqslant 0 \subset X^{n}$ such that $\left\{G\left(Y_{m}\right)\right\}_{m} \geqslant 0$ is monotone and the following limit exists

$$
\lim _{m \rightarrow \infty} T\left(Y_{m}\right)=\lim _{m \rightarrow \infty} G\left(Y_{m}\right) \in X^{n} .
$$

 $\left\{g\left(y_{m}^{1}, \cdots, y_{m}^{k}\right)\right\}_{\mathfrak{m} \geqslant 0}, \cdots,\left\{g\left(y_{m}^{i k+1}, \cdots, u_{m}^{i k+k}\right)\right\}_{\mathfrak{m}} \geqslant 0, \cdots,\left\{g\left(y_{m}^{n-k+1}, \cdots, y_{m}^{n}\right)\right\}_{\mathfrak{m}} \geqslant 0$ are monotone and the following limit exists:

$$
\lim _{m \rightarrow \infty} F\left(y_{m}^{\sigma_{i+1}(1)}, y_{m}^{\sigma_{i+1}(2)}, \cdots, y_{m}^{\sigma_{i+1}(n)}\right)=\lim _{m \rightarrow \infty} g\left(y_{m}^{i k+1}, y_{m}^{i k+2}, \cdots, y_{m}^{i k+k}\right) \in X^{k}
$$

for $i \in\{0,1, \cdots, l-1\}$. Since $F$ and $g$ are $\Phi_{l}$-compatible, we have

$$
\begin{aligned}
\lim _{m \rightarrow \infty} M^{n}\left(G T\left(Y_{m}\right), T G\left(Y_{m}\right), t\right)= & \lim _{m \rightarrow \infty} *_{i=0}^{l-1} M^{k}\left(g F\left(y_{m}^{\sigma_{i+1}(1)}, \cdots, y_{m}^{\sigma_{i+1}(\mathfrak{n})}\right),\right. \\
& \left.F\left(g\left(y_{m}^{\sigma_{i+1}(1)}, \cdots, y_{m}^{\sigma_{i+1}(k)}\right), \cdots, g\left(y_{m}^{\sigma_{i+1}(n-k+1)}, \cdots, y_{m}^{\sigma_{i+1}(n)}\right)\right), t\right)=1 .
\end{aligned}
$$

Therefore, T and G are compatible.
Now, we show that $T$ is a $G_{k}$-isotone mapping. Suppose that $G(Y) \preceq_{\imath} G(V)$ for $Y, V \in X^{n}$. By (2.1) and (3.13), we have $g\left(y_{j k+1}, \cdots, y_{j k+k}\right) \preceq g\left(v_{j k+1}, \cdots, v_{j k+k}\right)$ when $j+1 \in A$ and $g\left(y_{j k+1}, \cdots, y_{j k+k}\right) \succeq$ $g\left(v_{j k+1}, \cdots, v_{j k+k}\right)$ when $\mathfrak{j}+1 \in$ B. For each $\mathfrak{i}+1 \in A$, we have $\sigma_{i+1} \in \Omega_{A B}$. So, for fixed $\mathfrak{i}+$ $1 \in A$, we have $g\left(y_{\sigma_{i+1}(j k+1)}, \cdots, y_{\sigma_{i+1}(j k+k)}\right) \preceq g\left(v_{\sigma_{i+1}(j k+1)}, \cdots, v_{\sigma_{i+1}(j k+k)}\right)$ when $j+1 \in A$ and
$g\left(y_{\sigma_{i+1}(j k+1)}, \cdots, y_{\sigma_{i+1}(j k+k)}\right) \succeq g\left(v_{\sigma_{i+1}(j k+1)}, \cdots, v_{\sigma_{i+1}(j k+k)}\right)$ when $j+1 \in B$. Thus, by the mixed $g_{k^{-}}$ monotone property of $F$, for fixed $i+1 \in A$, we have

$$
\begin{align*}
F\left(y_{\sigma_{i+1}(1)}, \cdots,\right. & \left.y_{\sigma_{i+1}(j k)}, y_{\sigma_{i+1}(j k+1)}, \cdots, y_{\sigma_{i+1}(j k+k)}, y_{\sigma_{i+1}(j k+k+1)}, \cdots, y_{\sigma_{i+1}(n)}\right) \\
& \preceq F\left(y_{\sigma_{i+1}(1)}, \cdots, y_{\sigma_{i+1}(j k)}, v_{\sigma_{i+1}(j k+1)}, \cdots, v_{\sigma_{i+1}(j k+k)}, y_{\sigma_{i+1}(j k+k+1)}, \cdots, y_{\sigma_{i+1}(n)}\right), \tag{3.14}
\end{align*}
$$

for $\mathfrak{j}+1 \in A$. Similarly, if $\mathfrak{j}+1 \in B$, then inequality (3.14) holds for fixed $\mathfrak{i}+1 \in A$. So, for fixed $\mathfrak{i}+1 \in A$, inequality (3.14) holds for all $j \in\{0,1, \cdots, l-1\}$. From this, we have

$$
\begin{align*}
F\left(y_{\sigma_{i+1}(1)}, y_{\sigma_{i+1}(2)}, \cdots, y_{\sigma_{i+1}(n)}\right) & \preceq F\left(v_{\sigma_{i+1}(1)}, \cdots, v_{\sigma_{i+1}(k)}, y_{\sigma_{i+1}(k+1)}, \cdots, y_{\sigma_{i+1}(n)}\right) \\
& \preceq F\left(v_{\sigma_{i+1}(1)}, \cdots, v_{\sigma_{i+1}(2 k)}, y_{\sigma_{i+1}(2 k+1)}, \cdots, y_{\sigma_{i+1}(n)}\right)  \tag{3.15}\\
& \preceq \cdots \\
& \preceq F\left(v_{\sigma_{i+1}(1)}, \cdots, v_{\sigma_{i+1}(n)}\right),
\end{align*}
$$

for $i+1 \in A$. Similarly, we have

$$
\begin{equation*}
F\left(y_{\sigma_{i+1}(1)}, y_{\sigma_{i+1}(2)}, \cdots, y_{\sigma_{i+1}(n)}\right) \succeq F\left(v_{\sigma_{i+1}(1)}, v_{\sigma_{i+1}(2)}, \cdots, v_{\sigma_{i+1}(n)}\right), \tag{3.16}
\end{equation*}
$$

for $i+1 \in B$. Thus, by (3.12), (3.15), and (3.16), we deduce that $T$ is a $G_{k}$-isotone mapping.
The conditions (C7) and (C8) imply that (C3) and (C4) hold. It is easy to deduce that $T$ and $G$ are weakly compatible if assumption (C2) holds. If F and g are continuous, then T and G are continuous.

Given $G(Y) \preceq_{l} G(V)$, by Lemma 3.4, $\left(g\left(y_{\sigma_{i+1}(1)}, \cdots, y_{\sigma_{i+1}(k)}\right), \cdots, g\left(y_{\sigma_{i+1}(l k+1)}, \cdots, y_{\sigma_{i+1}(l k+k)}\right)\right)$ and $\left(g\left(v_{\sigma_{i+1}(1)}, \cdots, v_{\sigma_{i+1}(k)}\right), \cdots, g\left(v_{\sigma_{i+1}(n-k+1)}, \cdots, v_{\sigma_{i+1}(\mathfrak{n})}\right)\right)$ are comparable by $\preceq_{\imath}$. Therefore, (3.9) and (3.10) can be applied to these points, and it follows that for $\mathrm{t}>0$,

$$
\begin{aligned}
M^{\mathfrak{n}}(T(Y), T(V), \varphi(t)) & =*_{i=0}^{l-1} M^{k}\left(F\left(y_{\sigma_{i}(1)}, \cdots, y_{\sigma_{i}(n)}\right), F\left(v_{\sigma_{i}(1)}, \cdots, v_{\sigma_{i}(n)}\right), \varphi(t)\right) \\
& \geqslant *_{i=0}^{l-1} \gamma\left(*_{j=0}^{l-1} M^{k}\left(g\left(y_{\sigma_{i}(j k+1)}, \cdots, y_{\sigma_{i}(j k+k)}\right), g\left(v_{\sigma_{i}(j k+1)}, \cdots, v_{\sigma_{i}(j k+k)}\right), t\right)\right) \\
& \geqslant *_{i=0}^{l-1} \gamma\left(*_{j=0}^{l-1} M^{k}\left(g\left(y_{j k+1}, \cdots, y_{j k+k}\right), g\left(v_{j k+1}, \cdots, v_{j k+k}\right), t\right)\right) \\
& =*_{i=0}^{l-1} \gamma\left(M^{n}(G(Y), G(V), t)\right)=*^{l} \gamma\left(M^{n}(G(Y), G(V), t)\right) \\
& \geqslant M^{n}(G(Y), G(V), t) .
\end{aligned}
$$

Next we shall prove that the condition (C2) holds. Since $g\left(X^{k}\right)$ is closed, so is $G\left(X^{n}\right)$. Suppose that $\left\{Z_{m}\right\}$ is non-decreasing sequence in $X^{n}$ such that $Z_{m} \rightarrow Z$ as $m \rightarrow \infty$. Using Lemma 3.3, we have $z_{m}^{i k+s} \rightarrow z^{i k+s}(m \rightarrow \infty)$ for $\mathfrak{i}+1 \in \Lambda_{n}$ and $s \in\{1,2, \cdots, s\}$. Since $Z_{m} \preceq_{l} Z_{m+1}$ for all $m \in \mathbb{N}_{0}$, then $\left(z_{\mathfrak{m}}^{i k+1}, \cdots, z_{\mathfrak{m}}^{i k+k}\right)_{\mathfrak{m} \in \mathbb{N}_{0}}$ is a non-decreasing sequence when $\mathfrak{i}+1 \in A$ and $\left(z_{m}^{i k+1}, \ldots, z_{m}^{i k+k}\right)_{\mathfrak{m} \in \mathbb{N}_{0}}$ is a non-decreasing sequence when $\mathfrak{i}+1 \in B$. If $\mathfrak{i}+1 \in A$, as ( $\left.X^{k}, \tau_{M^{k}}, \preceq\right)$ has the sequential monotone property, then we have $z_{\mathrm{m}}^{\mathrm{ik+s}} \preceq z^{i k+s}$ for all $m \in \mathbb{N}_{0}$ and $s \in\{1, \cdots, k\}$. Similarly, if $\mathfrak{i}+1 \in B$, then $\left(z_{\mathfrak{m}}^{i k+1}, \cdots, z_{\mathfrak{m}}^{i k+k}\right) \succeq\left(z^{i k+1}, \cdots, z^{i k+k}\right)$ for all $m \in \mathbb{N}_{0}$. That is, $Z_{m} \preceq \imath_{l} Z$ for every $m \in \mathbb{N}_{0}$. The other case is treated similarly.

Therefore, all conditions of Theorems 3.6 and 3.7 hold. Theorem 3.6 implies that T and G have a coincidence point, which is a $\Upsilon_{k}$-coincidence point of $F$ and $g$. Moreover, it follows from Theorem 3.7 that T and G have a unique common fixed point, which is a unique common fixed point of F and g .

## 4. An example

Example 4.1. Let $(X, \preceq)$ be the partially ordered set with $X=[0,1]$ and the natural ordering $\leqslant$ of the real numbers as the partially ordering $\preceq$. Define $M: X \times X \times \mathbb{R}^{+} \rightarrow \mathbb{I}$ by

$$
M(x, y, t)= \begin{cases}0, & t=0 \\ e^{-\frac{|x-y|}{t}}, & t>0\end{cases}
$$

Then $M(x, y, \cdot): \mathbb{R}^{+} \rightarrow \mathbb{I}$ is continuous. Let $x * y=\min \{x, y\}$ for $x, y \in X$. Then $(X, M, *)$ is complete FMS, which have been proved in [20]. By the same way, we define ( $x_{1}, x_{2}$ ) $\preceq\left(y_{1}, y_{2}\right)$ if and only if $x_{1} \preceq y_{1}$ and $x_{2} \preceq y_{2}$. Then we have $\left(X^{2}, \preceq\right)$ is a partially ordered set. Consider $t, g: X \rightarrow X$ defined by $t(x)=\frac{x^{2}}{3}+\frac{2}{3}$ and $g(x)=x$. Let $T, G: X^{2} \rightarrow X^{2}$ define by $T\left(x_{1}, x_{2}\right)=\left(t\left(x_{1}\right), t\left(x_{2}\right)\right)$ and $G\left(x_{1}, x_{2}\right)=\left(g\left(x_{1}\right), g\left(x_{2}\right)\right)$.

It is easy to verify the following statements.
(i) $T\left(X^{2}\right) \subseteq G\left(X^{2}\right)$ and $T$ is a $G_{2}$-isotone mapping.
(ii) The condition (C1) holds.
(iii) There exists $\left(y_{1}, y_{2}\right)=(0,0)$ such that $G\left(y_{1}, y_{2}\right)=(0,0) \preceq\left(\frac{2}{3}, \frac{2}{3}\right)=T\left(Y_{0}\right)$.

Let $\left(y_{1}, y_{2}\right),\left(v_{1}, v_{2}\right) \in X^{2}$ such that $G\left(y_{1}, y_{2}\right) \preceq G\left(v_{1}, v_{2}\right)$, that is, $y_{1} \leqslant v_{1}$ and $y_{2} \leqslant v_{2}$.
Next, we show that the inequality (3.5) is satisfied with $\varphi(t)=\frac{3 t}{4}$ for $t>0$. If (3.5) does not hold, then there exists $t>0$ such that

$$
M^{2}\left(T\left(y_{1}, y_{2}\right), T\left(v_{1}, v_{2}\right), \frac{3 t}{4}\right)<M^{2}\left(G\left(y_{1}, y_{2}\right), G\left(v_{1}, v_{2}\right), t\right)
$$

that is,

$$
\min \left\{e^{-\left|\frac{y_{1}^{2}}{3}-\frac{v_{1}^{2}}{3}\right| / \frac{3 t}{4}}, e^{-\left|\frac{y_{2}^{2}}{3}-\frac{v_{2}^{2}}{3}\right| / \frac{3 t}{4}}\right\} \leqslant \min \left\{e^{-\left|y_{1}-v_{1}\right| / t}, e^{\left|y_{2}-v_{2}\right| / t}\right\},
$$

i.e.,

$$
\min \left\{\frac{4}{9}\left|y_{1}^{2}-v_{1}^{2}\right|, \frac{4}{9}\left|y_{2}^{2}-v_{2}^{2}\right|\right\}>\min \left\{\left|y_{1}-v_{1}\right|,\left|y_{2}-v_{2}\right|\right\} .
$$

Since $y, v \in[0,1]$,

$$
|y-v|<\frac{4}{9}\left|y^{2}-v^{2}\right|=\frac{4}{9}|y-v|(y+v) \leqslant \frac{8}{9}|y-v|
$$

which is impossible. Hence (3.5) holds. By Theorem 3.6, T and $G$ have a unique common fixed point, which is $Z=(1,1)$.

Example 4.2. Let $X=\{0,0.25,0.5,1.5,1.75,2\}$ and $M: X \times X \times \mathbb{R}^{+} \rightarrow \mathbb{I}$ as follows:

$$
M(x, y, t)= \begin{cases}1, & |x-y|<t  \tag{4.1}\\ \frac{t}{|x-y|+t}, & |x-y| \geqslant t\end{cases}
$$

As Gregori et al. have pointed out in [6], any FMS ( $X, M$ ) is equivalent to Menger space in the sense that $M(x, y, t)=F_{x, y}(t)$ for all $x, y \in X$ and $t \geqslant 0$. Thus, $(X, M)$ is a complete $F M S$ under $*=\min$.

Endow $X$ with the following partial order:

$$
x, y \in X, x \preceq y \Leftrightarrow x=y \text { or }(x, y) \in\{(0,0.5),(0,0.25)\}
$$

Endow $X^{2}$ with the following partial order:

$$
\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in X^{2} \text { or }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in\{(0,0.5),(0,0.25)\}
$$

Let $\varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be defined by

$$
\varphi(t)= \begin{cases}\frac{t}{1+t}, & 0 \leqslant t \leqslant 1 \\ -\frac{t}{3}+\frac{4}{3}, & 1<t \leqslant 2 \\ t-\frac{4}{3}, & 2<t<\infty\end{cases}
$$

It is easy to see that $\varphi(t) \geqslant \frac{t}{1+t}$. Consider $f, g: X \rightarrow X$ defined by

$$
f(x)= \begin{cases}0, & x \in\{0,0.25,0.5,1.75,2\} \\ 0.25, & x=1.5\end{cases}
$$

$$
g(x)= \begin{cases}0, & x \in\{0,0.5\} \\ 0.5, & x=1.5 \\ 0.25, & x \in\{0.25,1.75,2\}\end{cases}
$$

$T\left(x_{1}, x_{2}\right)=\left(t\left(x_{1}\right), t\left(x_{2}\right)\right)$ and $G\left(y_{1}, y_{2}\right)=\left(g\left(y_{1}\right), g\left(y_{2}\right)\right)$. It is not difficult to prove the following statements.
(i) $T\left(X^{2}\right) \subseteq G\left(X^{2}\right)$.
(ii) The condition (C2) holds (Since $\tau_{M^{2}}$ is the discrete topology on $X^{2}$ ).
(iii) There exists $\left(y_{1}, y_{2}\right)=(0,0)$ such that $G\left(y_{1}, y_{2}\right)=\left(g\left(y_{1}\right), g\left(y_{2}\right)\right) \preceq\left(t\left(y_{1}\right), t\left(y_{2}\right)\right)=T\left(y_{1}, y_{2}\right)$ and $\lim _{t \rightarrow \infty} M^{2}\left(G\left(y_{1}, y_{2}\right), T\left(y_{1}, y_{2}\right), t\right)=1$
(iv) All conditions of Theorem 3.7 hold.

In fact, $(0,0),(0.5,0.5),(0,0.5)$ and $(0.5,0)$ are all coincidence points of $T$ and $G$. Since $T\left(G\left(\overline{y_{1}}, \bar{y}_{2}\right)\right)=$ $\mathrm{GT}\left(\left(\overline{y_{1}}, \overline{y_{2}}\right)\right)$, where $\overline{y_{1}} \in\{0,0.5\}, \overline{y_{2}} \in\{0,0.5\}$, by Definition $2.11, G$ is weakly compatible with T . In addition, there exists $\left(u_{1}, u_{2}\right)=(1.5,1.5)$ such that $G\left(\bar{y}_{1}, \bar{y}_{2}\right) \leqslant G\left(u_{1}, u_{2}\right)$ and $G\left(\bar{y}_{1}{ }^{\prime}, \bar{y}_{2}{ }^{\prime}\right) \leqslant G\left(u_{1}, u_{2}\right)$. It follows from (4.1) and (C4) holds.
(v) $T$ is a $G_{2}$-isotone mapping. Indeed, let $\left(y_{1}, y_{2}\right),\left(v_{1}, v_{2}\right) \in X^{2}$ such that $G\left(y_{1}, y_{2}\right) \preceq G\left(v_{1}, v_{2}\right)$, i.e., $\mathrm{g}\left(\mathrm{y}_{1}\right) \preceq \mathrm{g}\left(v_{1}\right)$ and $\mathrm{g}\left(\mathrm{y}_{2}\right) \preceq \mathrm{g}\left(v_{2}\right)$.
(a) If $g(y)=g(v)$ then $y=v$ or $y, v \in\{0.25,1.75,2\},\{0,0.5\}$. Thus $t(y)=t(v)$. If $(g(y), g(v))=(0,0.25)$, then $y \in\{0,0.5\}, v \in\{0.25,1.75,2\}$. Thus $\mathfrak{t}(\mathrm{y})=\mathrm{t}(v)$.
(b) If $(g(y), g(v))=(0,0.25)$, then $y \in\{0,0.5\}$ and $v \in\{0.25,1.75,2\}$. Thus $t(y)=t(v)$.
(c) If $(g(y), g(v))=(0,0.5)$, then, $y \in\{0,0.5\}$ and $v=1.5$. Thus $(t(y), t(v))=(0,0.25)$, i.e., $t(y) \preceq t(v)$.

Next, we shall prove that (3.5) holds. Let $\left(y_{1}, y_{2}\right),\left(v_{1}, v_{2}\right) \in X^{2}$ such that $G\left(y_{1}, y_{2}\right) \preceq G\left(v_{1}, v_{2}\right)$, i.e., $\mathrm{g}\left(\mathrm{y}_{1}\right) \preceq \mathrm{g}\left(v_{1}\right)$ and $\mathrm{g}\left(\mathrm{y}_{2}\right) \preceq \mathrm{g}\left(v_{2}\right)$. Wang [20] have proved that if $\mathrm{g}(\mathrm{g}) \preceq \mathrm{g}(v)$ holds, we obtain

$$
M(t(y), t(v), \varphi(t)) \geqslant M(g(y), g(v), t)
$$

By $*=\min$, for $G\left(y_{1}, y_{2}\right) \preceq G\left(v_{1}, v_{2}\right)$, we obtain

$$
M^{2}\left(\mathrm{~T}\left(\mathrm{y}_{1}, \mathrm{y}_{2}\right), \mathrm{T}\left(v_{1}, v_{2}\right), \varphi(\mathrm{t})\right) \geqslant \mathrm{M}^{2}\left(\mathrm{G}\left(\mathrm{y}_{1}, \mathrm{y}_{2}\right), \mathrm{G}\left(v_{1}, v_{2}\right), \mathrm{t}\right)
$$

which implies (3.5) holds.
By Theorem 3.7, $T$ and $G$ have a unique common fixed point, which is $Z=(0,0)$.
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