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Abstract

In this paper, under the notion of strong uniformly ACV of fuzzy-number-valued functions, we prove a generalized con-
trolled convergence theorem of strong fuzzy Henstock integral. As the applications of this convergence theorem, we provide
sufficient conditions which guarantee the existence of generalized solutions to initial value problems for the fuzzy differential
equations by using properties of strong fuzzy Henstock integrals under strong GH-differentiability. In comparison with some
previous works, we consider equations whose right-hand side functions are not integrable in the sense of Kaleva on certain
intervals and their solutions are not absolute continuous functions. (©2017 All rights reserved.
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1. Introduction

It is well-known that the Henstock integral includes the Riemann, improper Riemann, Lebesgue and
Newton integrals. Though such an integral was defined by Denjoy in 1912 and also by Perron in 1914,
it was difficult to handle using their definitions. But with the Riemann-type definition introduced more
recently by Henstock [16] in 1963 and also independently by Kurzweil [20], the definition is now simple
and furthermore the proof involving the integral also turns out to be easy. For more detailed results
about the Henstock integral, we refer to [23]. The integrals of fuzzy-number-valued functions, as a
natural generalization of set-valued functions, have been discussed by Puri and Ralescu [25], Kaleva [17],
and other authors [28, 30, 32]. Recently, Wu and Gong [13, 15, 31] have combined the fuzzy set theory [34]
and nonabsolute integration theory [23], and discussed the fuzzy Henstock integrals of fuzzy-number-
valued functions which extended Kaleva [17] integration. Furthermore, in order to complete the theory
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of fuzzy calculus and to meet the solving need of transferring a fuzzy differential equation into a fuzzy
integral equation, we [13, 15] has defined the strong fuzzy Henstock integrals and discussed some of their
properties and the controlled convergence theorem.

In 1972, Chang and Zadeh [6] first introduced the concept of fuzzy derivative, followed up ten years
later by Dubois and Prade [10], who used the extension principle in their approach. In the mean time,
Puri and Ralescu [25] used the notion of H-differentiability to extend the differential of set-valued func-
tions to that of fuzzy functions. This led Seikkala [27] to introduce the notion of fuzzy derivative as an
extension of the Hukuhara derivative and the fuzzy integral, which was the same as that proposed by
Dubois and Prade [11, 12]. Naturally, the investigation of fuzzy differential and integral equations, exis-
tence and uniqueness theorems for the solutions of fuzzy initial value problems, drew upon the interest
of many researchers of the fuzzy domain (see [1, 3, 4, 7, 8, 14, 18, 19, 22, 24, 29]). In 2002, Xue and Fu [33]
established solutions to fuzzy differential equations with right-hand side functions satisfying Caratheoe-
dory conditions on a class of Lipschitz fuzzy sets. However, there are discontinuous systems in which
the right-hand side functions are not integrable in the sense of Kaleva [17] on certain intervals and their
solutions are not absolute continuous functions.

The paper is organized as follows. In Section 2, we collect some basic concepts and preliminary results
of interest and then, in Section 3, we study the generalized convergence theorem of strong fuzzy Henstock
integral under the notion of strong uniformly ACY of fuzzy-number-valued functions. In Section 4, as the
applications of the generalized convergence theorem, we provide the existence of generalized solutions to
initial value problems for the fuzzy differential equations. Finally, in Section 5, we give some concluding
remarks.

2. Preliminaries

The space of fuzzy numbers is defined as follows: Rf = {u: R™ — [0, 1]| u satisfies (1)—(4) below} is a
fuzzy number space, where

(1) uwis normal, i.e., there exists an xy € R™ such that u(xg) = 1;

(2) uis fuzzy convex, i.e.,, W(Ax + (1 —A)y) > min{u(x), u(y)} for any x,y € R"and 0 <A < 1;
(3) uis upper semi-continuous;

(4) [ = cl{x € R™u(x) > 0} is compact.

For 0 < o < 1, denote [u]* = {x € R™u(x) > «}. Then from above (1)-(4), it follows that the «-level set
[W* € P(R™) forall 0 < o < 1.
The metric in Rf is defined by D : Rf x Ry — [0, c0)

D(u,v) = sup{dn ([u]*, vV]*) : a € [0, 1]},

where dy is the Hausdorff metric defined in P (R™), where Py (R™) denotes the compact convex subsets
of R™. Then it is easy to see that D is a metric in Rf. Using the results [9], we know that

(1) (Rf, D) is a complete metric space;

2 D(u+w,v+w) =D(u,v) for all u,v,w € R;

(3) D(Au,Av) = |A|ID(u,v) for all u,v,w € Rg and A € R;
(4) D(u+v,0) < D(u,0)+D(u,0).

According to Zadeh’s extension principle, we have addition and scalar multiplication in fuzzy number
space Rf as follows [10]:
[w+v]% =™+ %, k] = k],

where u,v € Rpand 0 < o < 1.
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We will consider the partial order < defined as follows: if u,v € Rf with [u]* = [uj, u¥] and [v]* =
[v{, v{], then
uxveu <v and uy <vy, «oel0,1].

A fuzzy-number-valued function f:la,b] — R is said to satisfy the condition (H) on [a, b], if for any
x1 < x2 belonging to [a, b] there exists it € Rf such that f(xz) = f(x;) + .. We call it is the H-difference of
f(x2) and f(x1), denoted by f(xz) O f(x1) (see [17]).

It is well-known that the H-derivative for fuzzy-number-functions was initially introduced by Puri
and Ralescu [26] and it is based on the condition (H) of sets. We note that this definition is fairly strong,
because the family of fuzzy-number-valued functions H-differentiable is very restrictive. For example, the
fuzzy-number-valued function f : [a, b] — Rf defined by f(x) = C- g(x), where C is a fuzzy number, ”-” is
the scalar multiplication (in the fuzzy context) and g : [a,b] — R, with g’(tg) < 0, is not H-differentiable
in ty (see [2, 5]). To avoid the above difficulty, in this paper we consider a more general definition of a
derivative for fuzzy-number-valued functions enlarging the class of differentiable fuzzy-number-valued
functions, which has been introduced in [2].

Definition 2.1 ([2]). Let f : (a,b) — Rf and xg € (a,b). We say that f is (i)-differentiable at x, if
there exists an element f'(tg) € Ry, such that for all h > 0 sufficiently small, there exists f(xo +h) ©n
f(x0), f(x0) ©n f(xo — h) and the limits (in the metric D)

f(x0) ©n f(xo —h)

lim flxo +h) S flx) = lim = f'(x).

h—0 h h—0
f is (ii)-differentiable at xo, for all h < 0 sufficiently small, there exists f(xo +h) ©1 f(x0), f(x0) ©n f(xo—h)
and the limits (in the metric D)

. fxo+h) onflx) . flx))onflxo—h)
lim = lim h = f'(xp).

h—0 h h—0

3. Strong fuzzy Henstock integral in fuzzy number space

In this section we define the strong fuzzy Henstock integral in fuzzy number space and give a gener-
alized convergence theorem for this integral.

Definition 3.1 ([23]). Let (&) be a positive real function on a closed set [a, b]. A division P={(&;,[xi_1,x4])}
is said to be &-fine, if the following conditions are satisfied:

1) a=x1<xp<---<xp=Db;
(2) & € [xi—1,xi) C (& —0(&1), & +0(&4)).

Definition 3.2 ([15]). A fuzzy-number-valued function f will be termed additive on [a,b] if for any di-
vision T:a < x < xp < -+ < xp < b, we have f([xi,%]) (1 <1< j < n)exists and f([xi,x;]) =
Z%;:li F([Xk,xk+1]) OI‘JE([XJ',Xi]) (~1 <1 <~]' < Tl) exists and (—1) . fT([X)",Xi]) = (—1) . Z%(;li f([xk+1,xk])- For
convenience, denote f([s, t]) by f(t) &1 f(s).

Definition 3.3 ([13, 15]). A fuzzy-number-valued function f is said to be strong Henstock integrable on
[a, b] if there exists an additive fuzzy-number-valued function F on [a, b] such that for every ¢ > 0 there
is a function §(&) > 0 and for any &-fine division P = {([u, V], &)} of [a, b], we have

D D(f(&) (vi —wi), Fllug, vil)) + D DF(&;) (vj —wy), (=1) - F(lwy, vy 1)) <,

ieKn j€ln

where K, ={i €{1,2,---,n}} such that F([x;_1,x]) is a fuzzy number and I, = {j € {1,2, -, n}} such that
T:([x)-,x]-,l]) is a fuzzy number. We write f € SFH[q, b].
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Definition 3.4. A sequence of continuous fuzzy-number-valued functions Fn @ [a,b] — Ry is said to be
uniformly negligible variation on a set Z C [a, b] if for every ¢ > 0 there exists 5(&) > 0, & € Z such that
if {(&, [ui, vil)} is a 8-fine division with &; € Z then

Z D(Fr(fuy,vil),0) < €
for all n € IN.

Theorem 35 ([15]). Let f : [a,b] — Rg. If f = 0 ae. on [a,b], then f is SFH integrable on [a,b] and
[P f(t)dt =

Definition 3.6 ([15]). A sequence of fuzzy-number-valued functions {f,,} is said to be strong fuzzy Hen-
stock equi-integrable on [a, b], if fam=12---1is strong fuzzy Henstock integrable on [a, b] and for any
¢ > 0 there is a function (&) > 0 and for any &-fine division {(&4, [ui,vi])} such that

~ b~
ZPW&Wrﬂ&Jﬂ<a

a

We have the following simple result.

Theorem 3.7. Let {fn} be a sequence of strong fuzzy Hentock integrable functions such that 1i_r>n fn(x) = f(x) for
n—,oo
all x € [a,b] and let F,, j fr. If there is a set Z C [a, b, w(Z) = 0 such that

(i) the sequence Fr is uniformly differentiable to foonla,b]\Z;
(ii) the sequence Fy, is uniformly negligible variation on Z,

then the function f(x) is strong fuzzy Henstock integrable and

b b
liﬁm J fn(x)dX—J f(x)dx.

Proof. Define f4(x) = i, (x) for x € [a,b]\ Z and f4(x) = 0 for x € Z. Then li_r>n fZ(x) = f4(x) for every
n o

x € [a,b] where f4(x) = f(x) for x € [a,b]\ Z and f4(x) = 0 for x € Z. Sincefz( ) = fn(x) a.e. on
[a, b] we have by Theorem 3.5 the strong fuzzy Henstock integrability of f4 and F(x) = [, fr, = [, fZ for
€ [a, bl
Now, we consider

D D(fE(&) (vi —ui), Fullug,vil)) < Z D (7 (&) (vi — wi), Fr (g, vil))
&i€la,b\Z

+ Z D(fZ (&) (vi —ui), Fr([ug, vil)).

EieZ
For &; € [a,b] \ Z, by condition (i) we have
D(f4(&;)(vi —wi), Fnllui, vil)) < D(FA (&) (vi — &), F (i, vil))

+D(FZ(&) (& —wi), Fr(fui, i)
< 2e(vi —uy),

while for &; € Z, condition (ii) and f4(&;) = 0 yields

Z D(f2(&) (vi —uy), Fr([ui, vil) ZD ([ui,vil),0) < e.

&iez
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Hence
D DR (vi—wi), Fallug,vil)) <2 ) (vi—ui)+¢=2¢(b—a) +e,

for any n € IN.
By Definition 3.6 this means that the sequence {f4} is equi-integrable and [15, Theorem 5.1] gives the
strong fuzzy Henstock integrability of the function 4 and

b b
lim J f£(x)dx = J £ (x)dx.
n—o00 a a
Since fZ, f# differ from f,,, f on the set Z with u(Z) =0 only, Theorem 3.5 gives the result. O
Now we present a convergence theorem for a sequence of pointwise convergent strong fuzzy Henstock
integrable functions using conditions on the sequence of their primitives.

Definition 3.8 ([21]). If {(&;, [ui, vil)} and {(j, [sj, t;])} are two d-fine division in [a, b] and p(U;[ui, vi] A U;
[sj,t5]) <m, then {(&;, [ui, vil)} and {((j, [sj, t;])} are said to be n-close.

Note that the symmetric difference of two sets is denoted by A.

Definition 3.9. A fuzzy-number-valued function F defined on X C [a, b] is said to be strong ACY (X) if for
every ¢ > 0 there exists 1 > 0 such that

|Z D(F([us, vil), 0) — Z D(F([s;, t;)),0) < e,

for any two n-close 4-fine division {(&;, [ui,vi])} and {(C), [s5, t51)}.

Definition 3.10. A fuzzy-number-valued function F,, is said to be uniformly strong AC"Y on X if for every
¢ > 0 there exists 1 > 0 such that

|ZD(]~:n([ui/V1 ZD S]/ )|<5

for any two n-close d-fine division {(&;, [ui, vil)} and {(Cj, sj, t;]1)} and all n € IN.

Theorem 3.11. If there exists a fuzzy-number-valued function F which is continuous and strong ACY on [a, b]
such that ¥'(x) = f(x) a.e. in [a,b], then f is SFH integrable on [a, b] with primitive F.

Let us start with a few lemmas.

Lemma 3.12 ([21]). Assume that p : [a,b] — (0,+00), Z € [a,b], w(Z) = 0and ¢ > 0. Then there is 5(&) > 0
and for any d-fine division such that
Y plE)vi—w) <e,
i

with &; € Z.

Lemma 3.13. Let T, : [a,b] — Ry be such that li_r>n fn(x) = f(x)for every x € [a,bl, Z C [a, b]. Then for every
n o0

e > 0 there exists 5(&) > 0 and for any d-fine division such that

D D(fn(&)vi—ui),0) <,

with &; € Z.
Proof. Define p(t) = sup D(fn,0). Since the sequence fm converges pointwise in R we have p : [a,b] —

nelN
(0,400). Using Lemma 3.12 we have

Y D(fa(E)(vi—ui),0) < ) plE)vi—w) <e,

which completes the proof. O
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Lemma 3.14. Let X; C [a,b] be closed, X, C [a,b] and let the sequence of additive functions F, be strong
uniformly ACY (X)) for m = 1,2. Then Fy, is uniformly strong ACY (X1 U Xp).

Lemma 3.15. Let Fy, be additive fuzzy-number-valued functions. Assume that a sequence Xy C [a,b], m € N of
measurable sets such that U Xm = [a, b] and sequence Fn is uniformly strong ACY (X ). Let Z C [a,b], u(Z) =
0. Then for every e > O there exists §(&) > 0 such that

ZD ([ui,vil),0) < e,

if {(&i, [wi, vil)} is a d-fine division with & € Z.

Proof. Let € > 0 be given and assume without loss of generality that the set X, are pairwise disjoint. By
Definition 3.9, there exist 6,,(£) > 0 and 1., > 0 such that

~ €
ZD ([ug, vil),0) < Sm’

for any &, -fine division with &; € Xy, and pu(U;ilui, vil) < nm. Since pu(Xym NZ) = 0, there exist open sets
Hym € R such that X,y N Z € Hip and p(Hym) < M. We notice that since Ug, ex,, [1i, vi] C Him we have
w(Ug,ex,, i, vil) <Nnm and

ZD ([ug,vi]),0) < Z D (Fn([ui,vil),0)

E£i€Xim
£
m

M ng

N

< =g,

1

3
[

and the statement is proved. O

Lemma 3.16 ([15]). If f(x) — f(x) a.e. in [a,b] as n — oo where each fy,(x) is measurable on [a, bl, then for
every 1 > 0 there exists an open set G with |G| < m such that f,, converges uniformly to f on [a, b]\G.

By Egoroff’s Theorem, we get the following lemma.

Lemma 3.17. Let f,, : [a,b] — Ry be a sequence of strong fuzzy Henstock integrable functions with primitives
Fn. Suppose that lim f,(x) = f(x) for all x € [a,b]. Assume that there exists a sequence of measurable sets
n—oo

Xm C la,b] such that UmXm = [a,b] and Fy, is uniformly strong ACY (Xyy). Then there exists a sequence of
closed sets G, Gm C Gmy1 such that u(la, bl \ UmGm) = 0 and for any m € IN the sequence fn converges
uniformly to f on Gy, and the sequence Fy, is uniformly strong ACY(Gy,) for m € IN.

Theorem 3.18. Let f,, : [a,b] — R be a sequence of strong fuzzy Henstock integrable functions such that
lim f,,(x) = f(x) for all x € [a,b]. Let Fy, be the primitives of f. Assume that there exists a sequence of
n—oo

measurable sets X, C [a, b] such that UmXm = [a,b] and Fy, is uniformly strong ACY (Xy,). Then the sequence
f1, is strong fuzzy Henstock equi-integrable on [a, bl.

Proof. By Lemma 3.17, there exists a sequence of closed sets G, G, C Gm+1 such that u([a, b]\UmGm)=
0 and for any m € IN the sequence f,, converges uniformly to f on G,, and the sequence F, is
uniformly strong ACY(Gy,) for m € IN. Denote S = [a,b] \ UnGm, then p(S) = 0. Let ¢ > 0 and
put em = m for m € IN. By the uniform convergence f, — f on Gy, for every m € N there
exists 1, € IN such that

D(fn(x), fL(x) < em, (3.1)
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where n,1 > 7, and x € G,,. Since f;, are strong fuzzy Henstock integrable, there exist 51, (&) such that

Z D uu n(ii)(vi - ui)) < &€m, (32)

for any 6}11—fine division {(&4, [uy, vil)}. Since the sequence Fn is uniformly strong ACY (X, ), there exists
82.(&) > 0 and 1, > 0 such that

|Z D(Fn ([ui, vi]), Z D(Fn(lsj, t51),0)| < em, (3.3)

for n € IN, if {(&;, [ug, vil)} and {(5, [sj, t;5])} are arbltrary Nm—close 52, —fine division with &;, G €Gm

Set Gop = 0 and by the proof of Lemma 3.14 for each m € IN choose an open set H,, such that
Xm C Hp, u(Hm \ Xm) < . There is a function 5*(&) > 0 such that B(&,6%()) C Hpm \ Xy for
& € Xm \ Xm—1 and | C B(,6%(Q)) if {(¢,])} is a &*-fine division. By Lemma 3.12, there exists 63(&) > 0
such that

> DifalE)vi—w),0) < 4, (3.4)

for any 63-fine division with & € S. By Lemma 3.14, there exists 84(&) > 0 and for any 64-fine division
such that

ZD ([ui,vi),0) < 2 (3.5)

Let us now take 8(&) < min{8!, (&), 5]2“(5) *(&)} for & € X \ Xin—1 and 6(&) < min{d3(&), d4(&)} for
& € S. Next, we shall prove

ZD uuvl (E.i)(\)i_ui)) < E&.
In fact, by (3.4) and (3.5) we have
ZD (vl fnlE)vi—w) =Y Y D(Fnllug,vil), ful&)vi —w))

m E‘Lexm\xm 1

+ Z D (Fn ([wi, vil), fn (&) (vi —wi))

&i€S

< Z Z D(T:n([uirvi])/fn(ai)(vi —uy)) (3.6)

m EiEXm\Xm 1

+ ) D(Fullug,vi),0)+ 3 D(fu(&)(vi —w),0)

Ev'l.es 5165

<Y Y D(Falfuyvid) FalE)vi—w)) + 3

m ZiGXm\mel
Fix m € N. If n < vy, then by (3.2), we have
- - 3
> D(Fn(fupwil) flE)(vi—w)) < em < 5. (37)
E1€Xm \ Xin—1

Suppose n > 1, there exists a 83" () > 0 and for any 8% —fine division such that

Z D (Fu(fug, vil), fr (&) (vi —ui)) < em. (3.8)

Let &'(&) < min{5(&),8: (&)} for & € [a,b]. Then we have a &'-fine division {((;, [sj, t;])} with ¢; €
Xm \ Xm—1 such that {(&;, [ui, vil)} and {({5, [sj,t-])} are Nm-close. By (3.3) we have

) D(Fn(lw,v ZD (Is3, 1), 0)| < em, (3.9)

E,j Exm.\xmfl
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and by (3.8)
D D(Fullsi, ti), fnlG)(ti —s1)) < em. (3.10)

Now, using (3.7), (3.8), (3.9), (3.10) and (3.1) we have

> D(Falhu,vil), (&) (vi —w))

E‘iexm\xmfl
<l ) D(Fallu,vil),00—= ) D(Fullsi, ti]),0)l
£1€Xm\xm 1 ]
+ZD ([si, til) fn(C))( 1))+ZD(fn(C))(t1 51)/frm(c])(t1 si))
j
+ZD j i i)/?nn([silt‘i]))
+1 ZD (Is;,t1,00— > D(Fy, ([ui,vi]),0)|
EieXm\ Xm—1
+ > D(Fp, (g, vil), Fr, (B0 (v —ui))
&iexm\xm—l
+ > D, (E)vi —us), Fn (&) (vi — i)
Ei€Xm \ Xm—1
<5em+2em(b—a) < %.

Hence by (3.6) we have
ZD ([ug, vil) (E»l i —ui)) Z Z D(iin([ui/vi])/]zn(ai)(vi_ui))+§

m alexm\xm—l
Ly Je ey 1 e
2m+d 16 2m 2

m m

That is to say that the theorem is proved. O

Using above lemmas and Theorem 3.18, we obtain the main outcomes in this section.

Theorem 3.19 (Generalized Convergence Theorem). Let f,, : [a,b] — Rf be a sequence of strong fuzzy
Henstock integrable functions such that 1131 fn(x) = f(x) for all x € [a,bl. Let Fy be the primitives of .
n—oo

Assume that there exists a sequence of measurable sets X C [a, b] such that U X = [a, bl and Fy, is uniformly
strong ACY (Xyn). Then the function f(x) is strong fuzzy Henstock integrable and

lim Jb frn(x)dx = Jb f(x)dx.

n—oo a a

4. The existence of generalized solution for discontinuous fuzzy differential equations
Given a fuzzy differential equation of the form
X/ =
{ x(a)
where f: [a, b] x RF — Ry is strong fuzzy Henstock integrable.
Let C(I,Rf) be a fuzzy number space and I = [a, b].

=

(t,x),

X0, X0 € IRF/ (41)



Y.-B. Shao, Z.-T. Gong , Z.-Z. Chen, J. Nonlinear Sci. Appl., 10 (2017), 2181-2195 2189

Definition 4.1. A fuzzy-number-valued function x(t) € C(I,R¢) is called a generalized solution of prob-
lem (4.1) under strong fuzzy Henstock integrability setting, for simplicity written as G-solution, if x(t) is
strong ACV and GH-differentiable a.e. on L.

In other words, a solution of problem (4.1) is called (i)-solution if it is (i)-GH-differentiable and a
solution of problem (4.1) is called (ii)-solution if it is (i)-GH-differentiable.

Theorem 4.2. Assume that x(t) € C(I,R¢) is a (i)-solution (or (ii)-solution) of the initial value problems (4.1), if
and only if f(t,x(t)) € SFH(I) and satisfied integral equation

t

x(t) =xg —l—J f(s,x(s))ds,

to

or
t

xo = x(t) &1 (—J (s, x(s))ds),

to

on some interval (to,t) C R, under the strong differentiability condition, (i) or (ii), respectively.

Proof. (=) Let x(t) € C(I,Rf), then x(t) is a generalized solution of problem (4.1), that is to say that x(t)
is strong ACY and (i)-differentiable a.e. on I and satisfies x'(t) = f(t,x(t)). By Theorem 3.11, f(t,x(t)) is
strong fuzzy Henstock integrable on I. By the N-L formula of fuzzy integral (see [2]), we have

t

x(t) On x(tg) = J x'(t)dt.

to

Thus, we have
t

x(t) = x(to) + J f(t)dt.

(<) By Theorem 3.11, x(t) is (i)-GH-differentiable a.e. on I and satisfies x’(t) = f(t, x(t)). That is, x(t)
is a generalized solution of problem (4.1).
For the same reasons, x’(t) is (ii)-GH-differentiable, the conclusion also holds. O

Before proposing the existence theorems, we are going to propose the following theorem which helps
us to prove the mentioned theorems.

Lemma 4.3 ([4]). If f, § :— Ry are strong differentiable on (a,b), then f + § is strongly generalized differentiable
n (a,b) and (f+g)'(x) = '(x) + §'(x).

Lemma 4.4 ([4]). If g : (a,b) — R is differentiable on (a,b) such that g’ has at most a finite number of roots in
(a,b) and c € Ry, then f(x) = c - g(x) is strongly generalized differentiable on (a,b) and f'(x) = c - g'(x).

Theorem 4.5. Lef f: [a,b] — Rf.
(1) If f(t) is strong ACY on [a,b], then e'f(t) is strong ACY on [a, b];
(2) if f(t) is strong GH-differentiable on (a,b),
then e*f(t) [a, b] is strong GH-differentiable on (a,b) and
(e'f(t)) = e'f'(t) + e*f(t).

Proof. (1) If f(t) is strong ACY on [a, b], for every ¢ > 0, there exist ¢/ e® > 0 and n > 0 such that for every
finite sequence of non-overlapping intervals {[a;, bi]} satisfying ) ;(b; —ai) <, we have

sup  D(f(t1), f(t2)) < e/e®.

1 aisti<taKby
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For above ¢ > 0, because e' is AC on [a, b], there exists g > 0, such that for every finite sequence of
non-overlapping intervals {[a;, bi]}; satisfying ) ;(bi — ai) < 19, we have

Z lebt —e%| < ¢/M,
i
where M = SUP ¢ [a b] D(f(t),0). We put n, = min{n,no} on each S, satisfying > ;(b; —ai) < nn, we have

sup  D(e"f(ty), e"f(t)) <D e®  sup  D(f(ty), f(ta)) + > D(e"f(ty), e™f(t2))
kK aisti<tasby k a; <t <taKby X

<eP Z sup D(f(t1), f(t2)) + H(f(1),0) Z bk — Ak
Kk aisti<tagby -

<e+e=2¢.
(2) From Lemma 4.3 and Lemma 4.4, we can prove it easily. O
Theorem 4.6. If f : [a, b] — R is (SFH) integrable on [a, b], then e*f(t) is (SFH) integrable on [a, b].

Proof. Since f(t) is (SFH) integrable on [a, b], by Theorem 3.11, F(t) is strong ACY, such that F(t) is strong
GH-differentiable on [a,b] and F/(t) = f(t) a.e.. From Theorem 3.7, e'F(t) is strong ACY and strong
GH-differentiable on [a, b]. Applying Theorem 3.11 again, we get e'f(t) is (SFH) integrable on [a,b]. [

Theorem 4.7. Assume x(t) € C(I,IRf) is a generalized (i)-solution (or (ii)-solution) of the initial value problem
(4.1), if and only if there exists M > 0 and satisfies integral equation

x(t) = e Mt tlyy 4 Jt e M5 (f(s, x(s)) + Mx(s))ds,

to

or
t

x(t) = e M=ty o (—J e~ M=) (f(5 x(s)) + Mx(s))ds).

to
Proof. (=) If x(t) is a generalized (i)-solution of the initial value problem (4.1), then x(t) is strong AC"
and (i)-GH-differentiable a.e. on I, satisfies x'(t) = f(t,x(t)). By Theorem 4.5, eMtx(t) is strong AC"
and (i)-GH-differentiable a.e. on I, satisfies (eMtx(t))’ = eM(f(t,x(t))) + Mx(t). By Theorem 3.11, the
function eM*t(f(t,x(t))) + Mx(t) is (SFH) integrable on 1. By Theorem 4.6, f(t,x(t)) € SFH(I) and satisfies

integral equation
t

x(t) = xg —|—J f(s,x(s))ds.

to

According to the second mean valued theorem of fuzzy number valued function, we have
t ~
J eMs(f(s,x(s)) + (Mx(s)))ds = eMtx(t) &y eMtox.

That is to say that
t

x(t) = e M-ty +J e MUI=S)(f(s,x(s)) + Mx(s))ds.
to

(<) If x(t) satisfies integral equation in assumption, then eMtx(t) is strong ACY and (i)-GH-differen-

tiable a.e. on I, satisfies

t
eMix(t) = eMtox, —i—J eMs
to

(f(s,x(s)) + Mx(s))ds.
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By Theorem 4.7, x(t) is strong ACY and (i)-GH-differentiable a.e. on I, satisfies
MeMtx(t) + eMtx/(t) = eME(f(t, x(t)) + Mx(t)),

that is x’(t) = f(t,x(t)). So, x(t) is a generalized (i)-solution of the initial value problem (4.1).
For the same reasons, x’(t) is (ii)-GH-differentiable, the conclusion also holds. O

Theorem 4.8. If f : [a,b] x Rr — Ry satisfies conditions:

(1) there exist ug,vo € C(I,IRg) and wg =< vo such that f(t,uo(t)) and f(t,vo(t)) is strong fuzzy Henstock
integrable on 1, where g, vy is the upper and lower solution of problem (4.1), respectively and satisfies

w(t) < f(t,uo(t)), uolto) X xo, and V'(t) = f(t, vo(t)), volto) = xo;

(2) there exist M, L > 0, for every x1,%2 € [ug, vol,
—M(x2 1 x1) 2 f(t,x2) O f(t, x1) < Lixa O1 x1),
for x1 2 xy;
(3) for f(t,x) : I x Rf — Ry such that f(x) = f(t,x) mapping C(I, R¢) to SFH(I), and uj(t),vj(t) € SFH(I).
Then there exist a generalized (i)-solution (or (ii)-solution) of the problem (4.1) on [ug, vo).

Proof. Define the operator as following:

(Ax)(t) = e M)y 4 Jt e M5 (f(s,x(s)) + Mx(s))ds,

to

or
t

(Ax)(t) = e M0y, o (J e MES)(f(s,x(s)) + Mx(s))ds),

to

where x(t) is (1)-GH-differentiable or (ii)-GH-differentiable. We only prove case of (i)-GH-differentiable
here.

By Theorem 4.7, x(t) is a generalized (i)-solution of the initial value problem (4.1), it is equivalent to x
is a fixed point of A. By condition (2) and definition of A, we get that A is a increasing operator.

Since ug(t) is a lower solution of problem (4.1) and strong GH-differentiable, by Theorem 4.5, we have

(uo(t)eMt) = eMtuf(t) + MeMtuy(t)
< eMY(f(t, up(t)) + Mug(t)).

Now taking the integral both sides, we have

eMtuy(t) o eMboug(ty) < Jt eMs(f(s,up(s)) + Mug(s))ds.

So,
t

up(t) < e M-ty +J e MIE=S)(f(s,ug(s))
to

+ Muy(s))ds = (Aug)(t).

From the same reason, we have (Avg)(t) < vo(t). Next, we put an iterative sequence:

Un = Au‘l’lfl/ Vn = Avnfll n= 1/ 2/ Tty
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then we have

U 2U 22U -2 Up X - XV
=2V 2 v 2.
For all t € I, by condition (2), we have
rt
vn(t) Onun (t) = (Avn_1)(t) 1 (Aun_1)(t) = | e M [(#(s,vn_1(s)) On f(s, un—1(s)))
Jto

+M(vn—1(s) ©H un—1(s))lds

rt

< | e MM A1) (v 1(s) O tn_1(s))ds
Jtg

<M+ LD(|

to

vn_1(s)ds, Jt Un_1(s)ds).

to

t

By condition (3) and the controlled convergence theorem for real-valued Henstock integral, there exists
an N € IN, we have
t

vnl(s)ds,J Un_1(s)ds)

to

t
Hivn (8], un (1)) < N(M+L)D(J
to
t
< N(M+L)(H)J H(va_1(s), un_1(s))ds.

to

That is
[IN(M +L)(t—to)I™

n!

Hvn (t),un(t)) < H(vo, up).

For this expression we have H(v, (t), un(t)) — 0 for n — oo.

We get that uy, ©H U < Vi OH Un = Vi ©H Un, Wwhen m > n, that is, H(um, un) < N-H(vy, un). So,
{un} is a Cauchy sequence. We have u,, — x. From the same reasons, v, — y. Thus, we have H(x,y) = 0.
This implies x(t) = y(t). That is to say that xo(t) = x(t) = y(t) is a fixed point of A, By Theorem 4.2, xo(t)
is a generalized (i)-solution of the initial value problem (4.1). O

Theorem 4.9. Let a fuzzy-number-valued function f : [a, b] x Rp — R fulfils condition
(1) f(-,t) is continuous for t € [a,b;
(2) fz f(s,x(s))ds exists for every x € R;

(3) Let {x(t) : t € [a, bl} be the family of continuous functions,

b
(Felt) = J s, x(s))ds : x € (x(V)),

a
is uniformly strong ACY for each x and {Fy(t)} is equi-continuous on [a, b].
Then problem (4.1) has a generalized (i)-solution (or (ii)-solution).

Proof. We only prove case of (i)-GH-differentiable. Since {Fy(t)} is equicontinuous on [a,b] and x €
{x(t)}, Fx(a) = 0, we have {Fy(t)} is uniformly bounded on [a, +c0). Put {Fx(t)} < M and B C C(I, Rf).
We define:

Hle(t), b(t)) = sup Dl(e(t),d(t)),

tela,+oo)

for every ¢(t),\(t) € B and xg € Rf.
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Consider K = {x,x € B, D(x,xp) < M} and integral operator as following;:

b

(Tx)(t) = xo + J (s, x(s))ds.

a

Then K is a bounded closed convex set on B. In fact, we have

b
H(Tx,xg) = sup D(J f(s,x(s))ds,0)
tela,]b a
= sup D(Fx(t),0) <M.

tela,+b]

So, T(K) C K.
Next, we shall prove T is continuous. Let xn(t),x(t) € K, n = 1,2,---, and xn(t) — x(t). By

continuity of f, we have

lim f(t,xn(t)) = f(t,x(t)), t€ [a,bl.

n—oo
By condition (3), {Fn(t) = IZ f(s,xn(s))ds,xn € {x(t)}} is uniformly strong ACY for x and {F(t)} is
equi-continuous on [a, b], so, it is uniformly bounded. By Ascoli-Arzela’s theorem, {Fy (t)} is uniformly
convergence on [a, b]. By Theorem 3.19, we have

b b
lim J (s, xn(s))ds :J f(s,x(s))ds.

n—oo a a

That is,

b b
H(Txn, Tx) = sup D(J F(s,xn(s))ds,J f(s,x(s))ds)
tela,b) a a
+ sup D(Fn(t), Fx(t)) — 0.
tela,b]

This implication implies T is continuous.

At last, we will prove T is a completely continuous operator. In fact, T(N) = {Fx(t),x € N} is a
family of continuous function on [a, b] for every bounded subset N C K. From condition (3), T(N) is
equi-continuous and uniformly bounded. Since T(N) is a relative compact set on K, we obtain that T is a
completely continuous operator.

By Schauder’s fixed point theorem, T has a fixed point x(t) € K such that Tx(:) = x(-), i.e.,, x(t) =

X0 + fz f(s,x(s))ds which is a generalized (i)-solution of problem (4.1). O
To illustrate, we consider the following example:
Example 4.10. Let

= A-t2sint, t#£0,
F(”:{o v

{s, 0<s<1,

and

2—s, 1<s<2,
0, others.

Then F(t) is SFH integrable but not Kaleva integrable. Consider the fuzzy differential equation as follow-

1ng:
X' = f(t,x(t)) = g(t,x(t)) + F(t),
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where §(t,x(t)) = A - t*x. Then Cauchy problem

2t

x/:A-(tzx—i-Ztsini—gcos,g—z),
x(a) =x0, xo0 € R,

has a generalized (i)-solution

St 1 2 1
x(t) =xo+ A - O(t x+2tsmt—2—¥cost—2)dt.

5. Conclusions

The major contribution of this paper is to study the problems of existence of generalized solutions to
discontinuous fuzzy systems such as with right-hand function is strong fuzzy Henstock integral under
generalized differentiability. Some known results of fuzzy differential equations are extended, which
might be helpful in the analysis of dynamic systems with uncertainties.
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