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#### Abstract

The purpose of this paper is to solve some global optimization problems for Geraghty type proximal contractions in the setting of partially ordered sets with a metric by using a $w$-distance and an algorithm for determining such an optimal approximate solution, also, we give some examples to illustrate our main results. ©(2017 All rights reserved.
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## 1. Introduction

Several problems can be modeled as equations of the form $T x=x$, where $T$ is a given self-mapping defined on a subset of a metric space, a normed linear space, a topological vector space or some suitable spaces. However, if $T$ is a non-self-mapping from $A$ to $B$, then the aforementioned equation does not necessarily admit a solution. In this case, it is contemplated to find an approximate solution $x \in A$ such that the error $d(x, T x)$ is minimum, where $d$ is a distance function. In view of the fact that $d(x, T x)$ is at least $d(A, B)$, a best proximity point theorem guarantees the global minimization of $d(x, T x)$ by the requirement that an approximate solution $x$ satisfies the condition $d(x, T x)=d(A, B)$. Such optimal approximate solutions are called best proximity points of the mapping T . In fact, best proximity theorems also serve as a natural generalization of fixed point theorems since a best proximity point serves as an optimal approximate solution to the equation $\mathrm{T} x=x$.

A classical best approximation theorem was introduced by Fan [4], that is, if $A$ is a nonempty compact convex subset of a Hausdorff locally convex topological vector space B and T:A B is a continuous mapping, then there exists an element $x \in A$ such that $d(x, T x)=d(T x, A)$.

[^0]Afterward, several authors, including Prolla [14], Reich [15], Sehgal and Singh [16, 17], have derived extensions of Fan's theorem in many directions. In 2012, Sadiq Basha [1] extended Banach's fixed point theorem for self-mappings to the setting of non-self-mappings which resolve global optimization problems via best proximity theorems in the setting of partially ordered sets equipped with a metric. For more results on the existence of best proximity points for some contractions, see $[2,3,8-12,19]$.

On the other hand, in 1996, Kada et al. [7] introduced a generalized metric, which is called the $w$-distance, and gave some examples of the $w$-distance and also proved Caristi's fixed point theorem, Ekeland's variational principle and the nonconvex minimization theorem (Takahashi [20]) by using the $w$-distance. Later, Shioji et al. [18] studied the relations between weakly contractive mappings and weakly Kannan mappings in metric spaces with the $w$-distance and the symmetric $w$-distance. Recently, Imdad and Rouzkard [6] proved some fixed point theorems for some contractions in complete metric spaces equipped with a partial order via the $w$-distance.

In this paper, we introduce the new classes of ordered proximal contractions, which are more generalized than the classes of ordered proximal contractions of first and second kinds by using the concept of Geraghty's function ([5]), and an algorithm for determining such an optimal approximate solution. Also, we prove some best proximity point theorems for Geraghty's proximal contractions type (A) and type (B) and the proposed algorithm in metric spaces with the $w$-distance. Furthermore, we give some examples to illustrate our main results.

## 2. Preliminaries

First, we give some definitions and their basic properties.
Definition 2.1. Let ( $X, \preceq$ ) be a partially ordered set. Two points $x, y \in X$ are said to be comparable with respect to $\preceq$ if either $x \preceq y$ or $y \preceq x$.

Definition 2.2. Let $\mathcal{S}$ be the family of functions from $[0, \infty)$ into $[0,1)$ satisfying the following condition:

$$
\beta\left(t_{n}\right) \rightarrow 1 \Longrightarrow t_{n} \rightarrow 0
$$

The function $\beta \in \mathcal{S}$ is called a Geraghty's function.
Example 2.3. For each $i \in\{1,2,3\}$, let $\beta_{i}:[0, \infty) \rightarrow[0,1)$ be the function defined by
(1) $\beta_{1}(t)= \begin{cases}\frac{\ln (t+1)}{t}, & \text { if } t>0, \\ 0, & \text { if } t=0 ;\end{cases}$
(2) $\beta_{2}(t)= \begin{cases}\frac{e^{-t}}{t+1}, & \text { if } t>0, \\ k, & \text { if } t=0,0 \leqslant k<1 \text {; }\end{cases}$
(3) $\beta_{3}(t)= \begin{cases}\frac{1}{t+1}, & \text { if } t>0, \\ 0, & \text { if } t=0 .\end{cases}$

Then the function $\beta_{i} \in \mathcal{S}$ for each $i \in\{1,2,3\}$.
Definition 2.4. Let $(X, d)$ be a metric space. A function $p: X \times X \rightarrow[0, \infty)$ is called the $w$-distance on $X$ if the following conditions are satisfied:
(a) $p(x, z) \leqslant p(x, y)+p(y, z)$ for all $x, y, z \in X$;
(b) for any $x \in X, p(x, \cdot): X \rightarrow[0, \infty)$ is lower semi-continuous, i.e., if $x \in X$ and $y_{n} \rightarrow y \in X$, then

$$
p(x, y) \leqslant \liminf _{n \rightarrow \infty} p\left(x, y_{n}\right)
$$

(c) for any $\varepsilon>0$, there exists $\delta>0$ such that $p(z, x) \leqslant \delta$ and $p(z, y) \leqslant \delta$ imply $d(x, y) \leqslant \varepsilon$.

Let $X$ be a metric space with metric $d$. A $w$-distance $p$ on $X$ is said to be symmetric if $p(x, y)=p(y, x)$ for all $x, y \in X$. Obviously, every metric is a $w$-distance, but not conversely.

Next, we recall some examples in [21] to show that the $w$-distance is a generalized metric.
Example 2.5. Let ( $X, d$ ) be a metric space. A function $p: X \times X \rightarrow[0, \infty)$ defined by $p(x, y)=c$ for all $x, y \in X$ is a $w$-distance on $X$, where $c$ is a positive real number. But $p$ is not a metric since $p(x, x)=c \neq 0$ for any $x \in X$.
Example 2.6. Let $(X,\|\cdot\|)$ be a normed linear space. A function $p: X \times X \rightarrow[0, \infty)$ defined by $p(x, y)=$ $\|x\|+\|y\|$ for all $x, y \in X$ is a $w$-distance on $X$.

Example 2.7. Let F be a bounded closed subset of a metric spaces $X$. Assume that $F$ contains at least two points and $c$ is a constant with $c \geqslant \delta(F)$, where $\delta(F)$ is the diameter of $F$. Then a function $p: X \times X \rightarrow[0, \infty)$ defined by

$$
p(x, y)= \begin{cases}d(x, y), & \text { if } x, y \in F \\ c, & \text { if } x \notin \text { For } y \notin F,\end{cases}
$$

is a $w$-distance on $X$.
The following two lemmas are crucial for our results.
Lemma 2.8. ( $[7,21])$ Let $(X, d)$ be a metric space with the $w$-distance $p$. Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be the sequences in $X$, where $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are the sequences in $[0, \infty)$ converging to zero. Then the following assertions hold: for all $x, y, z \in X$,
(1) If $\mathfrak{p}\left(x_{n}, y\right) \leqslant \alpha_{n}$ and $p\left(x_{n}, z\right) \leqslant \beta_{n}$ for any $n \in N$, then $y=z$. In particular, if $p(x, y)=0$ and $p(x, z)=0$, then $y=z$;
(2) If $p\left(x_{n}, y_{n}\right) \leqslant \alpha_{n}$ and $p\left(x_{n}, z\right) \leqslant \beta_{n}$ for any $n \in N$, then $\left\{y_{n}\right\}$ converges to $z$;
(3) If $p\left(x_{n}, x_{m}\right) \leqslant \alpha_{n}$ for any $n, m \in N$ with $m>n$, then $\left\{x_{n}\right\}$ is a Cauchy sequence;
(4) If $p\left(y, x_{n}\right) \leqslant \alpha_{n}$ for any $n \in N$, then $\left\{x_{n}\right\}$ is a Cauchy sequence.

Lemma 2.9 ([7]). Let ( $\mathrm{X}, \mathrm{d}$ ) be a metric space with the $w$-distance p . Let $\left\{\mathrm{x}_{\mathrm{n}}\right\}$ be a sequence in X such that, for each $\varepsilon>0$, there exists $N_{\varepsilon} \in \mathbb{N}$ such that $m>n>N_{\varepsilon}$ implies $p\left(x_{n}, x_{m}\right)<\varepsilon$, i.e., $\left(\lim _{m, n \rightarrow \infty} p\left(x_{n}, x_{m}\right)=0\right)$. Then $\left\{\mathrm{x}_{\mathrm{n}}\right\}$ is a Cauchy sequence.

Let $X$ be a nonempty set such that $(X, \preceq)$ is a partially ordered set and $(X, d)$ is a complete metric space equipped with the $w$-distance $p$. For any nonempty subsets $A$ and $B$ of a metric space $X$, we give the following notations which are used in what follows:

$$
\begin{aligned}
p(A, B) & :=\inf \{p(x, y): x \in A \text { and } y \in B\} ; \\
A_{0} & :=\{x \in A: p(x, y)=p(A, B) \text { for some } y \in B\} ; \\
B_{0} & :=\{y \in B: p(x, y)=p(A, B) \text { for some } x \in A\} .
\end{aligned}
$$

Definition 2.10. A point $x \in A$ is called a best proximity point of a mapping $S: A \rightarrow B$ if it satisfies the following condition:

$$
p(x, S x)=p(A, B) .
$$

Definition 2.11. Let $S: A \rightarrow B$ be a mapping and $g: A \rightarrow A$ be an isometry. The mapping $S$ is said to preserve the isometric distance with respect to $g$ if

$$
p(S g x, S g y)=p(S x, S y)
$$

for all $x, y \in A$.

Definition 2.12. A mapping $S: A \rightarrow B$ is said to be proximally increasing if it satisfies the following condition:

$$
\left.\begin{array}{r}
x \preceq y, \\
p(u, S x)=d(A, B), \\
p(v, S y)=d(A, B),
\end{array}\right\} \Longrightarrow u \preceq v
$$

for all $u, v, x, y \in A$.
Definition 2.13. A mapping $S: A \rightarrow B$ is called an ordered Geraghty's proximal contraction type $(A)$ if there exists $\beta \in \mathcal{S}$ such that

$$
\left.\begin{array}{r}
x \preceq y, \\
p(u, S x)=p(A, B), \\
p(v, S y)=p(A, B),
\end{array}\right\} \Longrightarrow p(u, v) \leqslant \beta(p(x, y)) p(x, y)
$$

for all $u, v, x, y \in A$.
Definition 2.14. A mapping $\mathrm{T}: A \rightarrow B$ is called an ordered Geraghty's proximal contraction type (B) if there exists $\beta \in \mathcal{S}$ such that

$$
\left.\begin{array}{r}
x \preceq y, \\
p(u, S x)=p(A, B), \\
p(v, S y)=p(A, B),
\end{array}\right\} \Longrightarrow p(S u, S v) \leqslant \beta(p(S x, S y)) p(S x, S y)
$$

for all $u, v, x, y \in B$.
If $w=d$ and we take $\beta(t)=k$, where $k \in[0,1)$, then Geraghty's proximal contractions type $(A)$ and type (B) reduce to a proximal contraction of the first kind (Definition 2.15) and second kind (Definition 2.16), respectively, as follows:

Definition 2.15 ([1]). A mapping $S: A \rightarrow B$ is called a proximal contraction of the first kind if there exists $k \in[0,1)$ such that

$$
\left.\begin{array}{r}
x \preceq y, \\
d(u, S x)=d(A, B), \\
d(v, S y)=d(A, B),
\end{array}\right\} \Longrightarrow d(u, v) \leqslant k d(x, y)
$$

for all $u, v, x, y \in A$.
Definition 2.16 ([1]). A mapping $S: A \rightarrow B$ is called a proximal contraction of the second kind if there exists $k \in[0,1)$ such that

$$
\left.\begin{array}{r}
x \preceq y, \\
d(u, S x)=d(A, B), \\
d(v, S y)=d(A, B),
\end{array}\right\} \Longrightarrow d(S u, S v) \leqslant k d(S x, S y)
$$

for all $u, v, x, y \in A$.

## 3. The main results

In this section, we prove some global optimization theorems for Geraghty's proximal type contractions in the setting of partially ordered sets with a metric via the $w$-distance. Also, we give some examples to illustrate our main results.

Theorem 3.1. Let $X$ be a nonempty set such that $(X, \preceq)$ is a partially ordered set and $(X, d)$ is a complete metric space equipped with the $w$-distance $p$. Let $A$ and $B$ be nonempty closed subsets of $X$ such that $A_{0}$ and $B_{0}$ are nonempty. Assume that the mappings $S: A \rightarrow B$ and $g: A \rightarrow A$ such that $S$ preserves isometric distance with respect to g and satisfy the following conditions:
(a) $S$ is a proximally increasing ordered Geraghty's proximal contractions type $(A)$ and type $(B)$ with $S\left(A_{0}\right) \subseteq B_{0}$;
(b) $g$ is a surjective isometry and its inverse is an increasing mapping with $A_{0} \subseteq g\left(A_{0}\right)$;
(c) there exist $x_{0}, x_{1} \in A_{0}$ with $x_{0} \preceq x_{1}$ such that $p\left(g x_{1}, S x_{0}\right)=p(A, B)$;
(d) if $\left\{x_{n}\right\}$ is an increasing sequence in $A$ converging to $x$, then $x_{n} \preceq x$ for all $n \geqslant 1$ and $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=0$.

Then there exists a point $x \in A$ such that $p(g x, S x)=p(A, B)$. Moreover, for any $x_{0} \in A_{0}$, the sequence $\left\{x_{n}\right\}$ defined by $p\left(g x_{n+1}, S x_{n}\right)=p(A, B)$ converges to the point $x$.

Proof. From the condition (c), there exist $x_{0}, x_{1} \in A_{0}$ such that $x_{0} \preceq x_{1}$ and

$$
p\left(g x_{1}, S x_{0}\right)=p(A, B)
$$

Since $S\left(A_{0}\right) \subseteq B_{0}$ and $A_{0} \subseteq g\left(A_{0}\right)$, there exists $x_{2} \in A_{0}$ such that

$$
p\left(g x_{2}, S x_{1}\right)=p(A, B)
$$

Since $S$ is proximally increasing, $g x_{1} \preceq g x_{2}$. Also, since the inverse of $g$ is an increasing mapping, $x_{1} \preceq x_{2}$. By the same method, we can find $x_{n}, x_{n+1} \in A_{0}$ such that $x_{n} \preceq x_{n+1}$ and

$$
\begin{equation*}
p\left(g x_{n+1}, S x_{n}\right)=p(A, B) \tag{3.1}
\end{equation*}
$$

Since $S\left(A_{0}\right) \subseteq B_{0}$ and $A_{0} \subseteq g\left(A_{0}\right), S$ is an ordered Geraghty's proximal contraction type $(A), g$ is an isometry and the property of $\beta$, it follows that, for each $n \geqslant 1$,

$$
p\left(x_{n}, x_{n+1}\right)=p\left(g x_{n}, g x_{n+1}\right) \leqslant \beta\left(p\left(x_{n-1}, x_{n}\right)\right) p\left(x_{n-1}, x_{n}\right) \leqslant p\left(x_{n-1}, x_{n}\right)
$$

which implies that the sequence $\left\{p\left(x_{n}, x_{n+1}\right)\right\}$ is non-increasing and converges to a number $r \geqslant 0$, i.e.,

$$
\lim _{n \rightarrow \infty} p\left(x_{n}, x_{n+1}\right)=r
$$

Suppose that $r>0$. Then we have

$$
\frac{p\left(x_{n}, x_{n+1}\right)}{p\left(x_{n-1}, x_{n}\right)} \leqslant \beta\left(p\left(x_{n-1}, x_{n}\right)\right)
$$

which implies that $\lim _{n \rightarrow \infty} \beta\left(p\left(x_{n-1}, x_{n}\right)\right)=1$ and, since $\beta \in \mathcal{S}$, we obtain $r=0$. Therefore, it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p\left(x_{n}, x_{n+1}\right)=0 \tag{3.2}
\end{equation*}
$$

Now, we claim that

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} p\left(x_{m}, x_{n}\right)=0 \tag{3.3}
\end{equation*}
$$

Suppose that there exist $\delta>0$ and two subsequences $\left\{x_{m_{k}}\right\},\left\{x_{n_{k}}\right\}$ of the sequence $\left\{x_{n}\right\}$ such that, for any $n_{k}>m_{k} \geqslant k$ with $n_{k}$ is the smallest number,

$$
\begin{equation*}
p\left(x_{m_{k}}, x_{n_{k}}\right) \geqslant \delta, \quad p\left(x_{m_{k}}, x_{n_{k}-1}\right)<\delta \tag{3.4}
\end{equation*}
$$

for any $k \geqslant 1$. Then we have

$$
\delta \leqslant p\left(x_{m_{k}}, x_{n_{k}}\right) \leqslant p\left(x_{m_{k}}, x_{n_{k}-1}\right)+p\left(x_{n_{k}-1}, x_{n_{k}}\right) \leqslant \delta+p\left(x_{n_{k}-1}, x_{n_{k}}\right)
$$

By, using (3.2) and (3.4), we have

$$
\lim _{k \rightarrow \infty} p\left(x_{m_{k}}, x_{n_{k}}\right)=\delta
$$

Next, we show that

$$
\lim _{k \rightarrow \infty} \sup p\left(x_{m_{k}+1}, x_{n_{k}+1}\right)<\delta
$$

If $\lim _{k \rightarrow \infty} \sup p\left(x_{m_{k}+1}, x_{n_{k}+1}\right) \geqslant \delta$, then there exists $k_{r}$ such that

$$
\lim _{\mathrm{r} \rightarrow \infty} p\left(x_{\mathrm{m}_{\mathrm{k}_{\mathrm{r}}}+1}, x_{\mathfrak{n}_{\mathrm{k}_{\mathrm{r}}}+1}\right)=\varepsilon \geqslant \delta
$$

By the definition of the sequence $\left\{x_{n}\right\}$, for any $n_{k_{r}}>m_{k_{r}} \geqslant k_{r} \geqslant r$, we can assume that $x_{m_{r}+1} \preceq x_{n_{r}+1}$ with

$$
p\left(g x_{n_{k_{r}}+1}, S x_{n_{k_{r}}}\right)=p(A, B), \quad p\left(g x_{m_{k_{r}}+1}, S x_{m_{k_{r}}}\right)=p(A, B)
$$

Therefore,

$$
p\left(x_{m_{k_{r}}+1}, x_{n_{k_{r}}+1}\right) \leqslant p\left(g x_{m_{k_{r}}+1}, g x_{n_{k_{r}}+1}\right) \leqslant \beta\left(p\left(x_{m_{k_{r}}}, x_{n_{k_{r}}}\right)\right) p\left(x_{m_{k r}}, x_{n_{k_{r}}}\right)
$$

It follows that

$$
1 \leqslant \frac{\varepsilon}{\delta}=\lim _{r \rightarrow \infty} \frac{p\left(x_{m_{k_{r}}+1}, x_{n_{k_{r}}+1}\right)}{p\left(x_{m_{k_{r}}}, x_{n_{k_{r}}}\right)} \leqslant \lim _{r \rightarrow \infty} \beta\left(p\left(x_{m_{k_{r}}}, x_{n_{k_{r}}}\right)\right) \leqslant 1
$$

Therefore, we have

$$
\lim _{k \rightarrow \infty} \beta\left(p\left(x_{m_{k_{r}}}, x_{n_{k_{r}}}\right)\right)=1
$$

Hence, by the property of $\beta \in \mathcal{S}$, we have $\delta=0$, which is a contradiction, and so (3.3) holds. By Lemma 2.9, the sequence $\left\{x_{n}\right\}$ is a Cauchy sequence. Since $A$ is a closed subset of a complete metric space $X,\left\{x_{n}\right\}$ converges to a point $x \in A$ with $x_{n} \preceq x$. Consequently, it follows that $g x_{n} \rightarrow g x$ as $n \rightarrow \infty$. Further, since $S$ is an ordered Geraghty's proximal contraction type ( $B$ ) and $S$ preserves the isometric distance with respect to $g$, we have

$$
p\left(S x_{n}, S x_{n+1}\right)=p\left(S g x_{n}, S g x_{n+1}\right) \leqslant \beta\left(p\left(S x_{n-1}, S x_{n}\right)\right) p\left(S x_{n-1}, S x_{n}\right) \leqslant p\left(S x_{n-1}, S x_{n}\right)
$$

which means that the sequence $\left\{p\left(S x_{n+1}, S x_{n}\right)\right\}$ is non-increasing and bounded below. By the same argument as above, we can see that

$$
\begin{equation*}
\lim _{m, n \rightarrow \infty} p\left(S x_{m}, S x_{n}\right)=0 \tag{3.5}
\end{equation*}
$$

and so $\left\{S x_{n}\right\}$ is a Cauchy sequence. Suppose that $\left\{S x_{n}\right\}$ converges to a point $y \in B$. By (3.1), (3.5), assumption (d), and the lower semi-continuity of $p\left(x_{n}, \cdot\right)$, we have

$$
\begin{aligned}
p(A, B) \leqslant p(g x, y) & \leqslant \liminf _{m, n \rightarrow \infty} p\left(g x, g x_{n+1}\right)+\liminf _{m, n \rightarrow \infty} p\left(g x_{n+1}, S x_{n}\right)+\liminf _{m, n \rightarrow \infty} p\left(S x_{n}, S x_{m}\right) \\
& =\lim _{n \rightarrow \infty} p\left(g x, g x_{n+1}\right)+p(A, B)+\lim _{m, n \rightarrow \infty} p\left(S x_{n}, S x_{m}\right) \\
& =p(A, B) .
\end{aligned}
$$

Therefore, $p(g x, y)=p(A, B)$ and hence $g x \in A_{0}$.
Next, we show that $x \in A_{0}$. Since $A_{0} \subseteq g\left(A_{0}\right)$, we have $g x=g z$ for some $z \in A_{0}$. By the isometry of $g$, (3.3), and the lower semi-continuity of $p\left(x_{n}, \cdot\right)$, we can see that

$$
\begin{equation*}
p\left(x_{n}, z\right)=p\left(g x_{n}, g z\right)=p\left(g x_{n}, g x\right)=p\left(x_{n}, x\right) \leqslant \liminf _{m \rightarrow \infty} p\left(x_{n}, x_{m}\right) \leqslant \alpha_{n} \tag{3.6}
\end{equation*}
$$

for a sequence $\left\{\alpha_{n}\right\}$ converging to zero. Again, by (3.3) and the lower semi-continuity of $p\left(x_{n}, \cdot\right)$, we have

$$
\begin{equation*}
p\left(x_{n}, x\right) \leqslant \liminf _{m \rightarrow \infty} p\left(x_{n}, x_{m}\right) \leqslant \beta_{n} \tag{3.7}
\end{equation*}
$$

where $\beta_{n}=\alpha_{n}$ for each $n \geqslant 1$. Using (3.6), (3.7), and Lemma 2.8, we obtain $x=z \in A_{0}$. In fact, $S\left(A_{0}\right) \subseteq B_{0}$, there exists $u \in A$ such that

$$
\begin{equation*}
p(u, S x)=p(A, B) \tag{3.8}
\end{equation*}
$$

Since $S$ is an ordered Geraghty's proximal contraction type ( $A$ ), it follows from (3.1) and (3.8) that

$$
p\left(g x_{n+1}, u\right) \leqslant \beta\left(p\left(x_{n}, x\right)\right) p\left(x_{n}, x\right) \leqslant p\left(x_{n}, x\right)
$$

for each $n \geqslant 1$. Again, by (3.3) and the lower semi-continuity of $p\left(x_{n}, \cdot\right)$, we have

$$
p\left(g x_{n+1}, u\right) \leqslant p\left(x_{n}, x\right) \leqslant \liminf _{m \rightarrow \infty} p\left(x_{n}, x_{m}\right) \leqslant \alpha_{n}
$$

for a sequence $\left\{\alpha_{n}\right\}$ converging to zero. Further, it follows that

$$
p\left(g x_{n+1}, g x\right)=p\left(x_{n+1}, x\right) \leqslant \liminf _{m \rightarrow \infty} p\left(x_{n+1}, x_{m}\right) \leqslant \xi_{n}
$$

for a sequence $\left\{\xi_{n}\right\}$ converging to zero. By Lemma 2.8, we have $u=g x$. Therefore, it follows that

$$
d(g x, S x)=d(u, S x)=d(A, B)
$$

This completes the proof.
If g is the identity mapping in Theorem 3.1, then we obtain the following:
Corollary 3.2. Let $X$ be a nonempty set such that $(X, \preceq)$ is a partially ordered set and $(X, d)$ is a complete metric space equipped with the $w$-distance $p$. Let $A$ and $B$ be nonempty closed subsets of $X$ such that $A_{0}$ and $B_{0}$ are nonempty. Assume that the mapping $S: A \rightarrow B$ satisfies the following conditions:
(a) $S$ is a proximally increasing ordered Geraghty's proximal contraction type $(A)$ and $(B)$ with $S\left(A_{0}\right) \subseteq B_{0}$;
(b) there exist $x_{0}, x_{1} \in A_{0}$ with $x_{0} \preceq x_{1}$ such that $p\left(x_{1}, S x_{0}\right)=p(A, B)$;
(c) if $\left\{x_{n}\right\}$ is an increasing sequence in $A$ converging to $x$, then $x_{n} \preceq x$ for each $n \geqslant 1$ and $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=0$.

Then there exists a point $x \in A$ such that $p(x, S x)=p(A, B)$. Moreover, for any $x_{0} \in A_{0}$, the sequence $\left\{x_{n}\right\}$ defined by $p\left(x_{n+1}, S x_{n}\right)=p(A, B)$ converges to the point $x$.

Also, from Theorem 3.1, we have the following:
Corollary 3.3 ([1]). Let X be a nonempty set such that $(\mathrm{X}, \preceq)$ is a partially ordered set and ( $\mathrm{X}, \mathrm{d}$ ) is a complete metric space. Let $A$ and $B$ be nonempty closed subsets of $X$ such that $A_{0}$ and $B_{0}$ are nonempty. Assume that the mappings $\mathrm{S}: \mathrm{A} \rightarrow \mathrm{B}$ and $\mathrm{g}: \mathrm{A} \rightarrow \mathrm{A}$ such that S preserves isometric distance with respect to g and satisfy the following conditions:
(a) S is a proximally increasing ordered proximal contraction of the first and second kinds with $\mathrm{S}\left(\mathrm{A}_{0}\right) \subseteq \mathrm{B}_{0}$;
(b) $g$ is a surjective isometry and its inverse is an increasing mapping with $A_{0} \subseteq g\left(A_{0}\right)$;
(c) there exist $x_{0}, x_{1} \in A_{0}$ with $x_{0} \preceq x_{1}$ such that $d\left(g x_{1}, S x_{0}\right)=d(A, B)$;
(d) if $\left\{x_{n}\right\}$ is an increasing sequence in $A$ converging to $x^{\prime}$, then $x_{n} \preceq x$ for all $n \geqslant 1$.

Then there exists a point $x \in A$ such that $d(g x, S x)=d(A, B)$. Moreover, for any fixed $x_{0} \in A_{0}$, the sequence $\left\{x_{n}\right\}$ defined by $\mathrm{d}\left(\mathrm{gx} \mathrm{x}_{\mathrm{n}+1}, \mathrm{~S} \mathrm{x}_{\mathrm{n}}\right)=\mathrm{d}(\mathrm{A}, \mathrm{B})$ converges to the point x .

Next, we give some examples to illustrate our Theorem 3.1.
Example 3.4. Consider the complete metric space $\mathbb{R}^{2}$ with the metric $d$ defined by

$$
d\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=\left|x_{1}-y_{1}\right|+\left|x_{2}-y_{2}\right|
$$

for all $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}$ and $\left(x_{1}, y_{1}\right) \preceq\left(x_{2}, y_{2}\right)$ if and only if $x_{1} \leqslant x_{2}$ and $y_{1} \leqslant y_{2}$ with the $w$-distance $p$ defined by

$$
p\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)= \begin{cases}d\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right), & \text { if }\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in F \\ \sqrt{2}, & \text { if }\left(x_{1}, x_{2}\right) \notin F \text { or }\left(y_{1}, y_{2}\right) \notin F\end{cases}
$$

where $F=\{(x, y): x \in\{0,1\},-1 \leqslant y \leqslant 0\}$. Let

$$
A=\{(0, x):-1 \leqslant x \leqslant 0\}, \quad B=\{(1, y):-1 \leqslant y \leqslant 0\}
$$

Define a mapping $S: A \rightarrow B$ by

$$
S(0, x)=\left(1, \frac{x}{2}\right)
$$

and $g: A \rightarrow A$ is the identity mapping. Then $p(A, B)=1, A_{0}=A, B_{0}=B, \delta(F)=\sqrt{2}$ and $g$ is an isometry.
Now, we prove that $S$ is an ordered Geraghty's proximal contraction type ( $A$ ) with $\beta \in \mathcal{S}$ defined by

$$
\beta(t)=\frac{1}{1+t}
$$

for all $t>0$. Let $(0, u),(0, v),(0, x),(0, y) \in A$ satisfying

$$
p((0, u), S(0, x))=p(g(0, u), S(0, x))=p(A, B)=1
$$

and

$$
p((0, v), S(0, y))=p(g(0, v), S(0, y))=p(A, B)=1
$$

Then $u=\frac{x}{2}$ and $v=\frac{y}{2}$ with $(0, u),(0, v),\left(1, \frac{x}{2}\right),\left(1, \frac{y}{2}\right) \in F$. Moreover, we have

$$
\begin{aligned}
p((0, u),(0, v))=p\left(\left(0, \frac{x}{2}\right),\left(0, \frac{y}{2}\right)\right)=d\left(\left(0, \frac{x}{2}\right),\left(0, \frac{y}{2}\right)\right) & =\left|\frac{x}{2}-\frac{y}{2}\right|=\frac{1}{2}|x-y| \\
& \leqslant \frac{1}{1+|x-y|} \cdot|x-y| \\
& =\beta(p((0, x),(0, y))) p((0, x),(0, y))
\end{aligned}
$$

which implies that $S$ is an ordered Geraghty's proximal contraction type $(A)$.
Next, we show that $S$ is an ordered Geraghty's proximal contraction type (B). Observe that

$$
\begin{aligned}
p(S(0, u), S(0, v))=p\left(\left(1, \frac{x}{4}\right),\left(1, \frac{y}{4}\right)\right) & =\left|\frac{x}{4}-\frac{y}{4}\right|=\frac{1}{2} \frac{|x-y|}{2} \\
& \leqslant \frac{1}{1+|x-y|} \cdot \frac{|x-y|}{2} \\
& =\beta(p((0, x),(0, y))) p(S(0, x), S(0, y))
\end{aligned}
$$

From the fact that $1+|x-y| \geqslant 1+\frac{|x-y|}{2}$, it follows that

$$
\frac{1}{1+|x-y|} \leqslant \frac{1}{1+\frac{|x-y|}{2}}
$$

and hence

$$
\begin{aligned}
p(S(0, u), S(0, v)) \leqslant \frac{1}{1+|x-y|} \cdot \frac{|x-y|}{2} & \leqslant\left(\frac{1}{1+\frac{|x-y|}{2}}\right) \cdot \frac{|x-y|}{2} \\
& =\beta\left(p\left(\left(0, \frac{x}{2}\right),\left(0, \frac{y}{2}\right)\right)\right) p\left(\left(0, \frac{x}{2}\right),\left(0, \frac{y}{2}\right)\right) \\
& =\beta(p(S(0, x), S(0, y))) p(S(0, x), S(0, y))
\end{aligned}
$$

Therefore, $S$ is an ordered Geraghty's proximal contraction type $(B)$. Furthermore, a point $(0,0) \in A$ is such that

$$
p(g(0,0), S(0,0))=p(A, B)=1
$$

Next, we present an example which shows the hypotheses in Theorem 3.1 do not guarantee the uniqueness of the best proximity point.

Example 3.5. Let $X=\{(-2,0),(0,-2),(2,0),(0,2)\}$ with the Euclidean metric and the $w$-distance $p=d$. Consider the usual order $\left(x_{1}, y_{1}\right) \preceq\left(x_{2}, y_{2}\right)$ if and only if $x_{1} \leqslant x_{2}$ and $y_{1} \leqslant y_{2}$. Let $A=\{(-2,0),(0,-2)\}$ and $B=\{(2,0),(0,2)\}$. Define a mapping $S: A \rightarrow B$ by

$$
S(x, y)=(-y,-x)
$$

and $g: A \rightarrow A$ is the identity mapping. Then we have

$$
d(A, B)=2 \sqrt{2}, \quad A_{0}=A, \quad B_{0}=B, \quad S(A) \subseteq B
$$

Further, $(-2,0),(0,-2) \in A$ are such that $(-2,0) \preceq(-2,0)$ and $(0,-2) \preceq(0,-2)$. So, it is easy to see that $S$ is an ordered Geraghty's proximal contractions type $(A)$ and $(B)$ with $\beta \in \mathcal{S}$ defined by $\beta(t)=\frac{1}{1+t}$ for any $t>0$. Also, we have

$$
d((-2,0), S(-2,0))=d((-2,0),(0,2))=2 \sqrt{2}=d((0,-2),(2,0))=d((0,-2), S(0,-2))
$$

Therefore, $(-2,0)$ and $(0,-2)$ are the best proximity points of the mapping $S$.
Now, we recall the following condition, which is given by Nieto and Rodriguez-Lopez [13], for the uniqueness of the point $x \in A$ satisfying the condition $p(g x, S x)=p(A, B)$.
(B) For any $x, y \in X$, there exists $z \in X$ which is comparable to $x$ and $y$.

Theorem 3.6. Let $X$ be a nonempty set such that $(X, \preceq)$ is a partially ordered set and $(X, d)$ is a complete metric space equipped with the $w$-distance $p$. Let $A$ and $B$ be nonempty closed subsets of $X$ such that $A_{0}$ and $B_{0}$ are nonempty with $A_{0}$ satisfying the condition (B). Assume that the mappings $S: A \rightarrow B$ and $g: A \rightarrow A$ such that $S$ preserves isometric distance with respect to g and satisfy the following conditions:
(a) $S$ is a proximally increasing ordered Geraghty's proximal contraction type $(A)$ and $(B)$ with $S\left(A_{0}\right) \subseteq B_{0}$;
(b) $g$ is a surjective isometry and its inverse is an increasing mapping with $A_{0} \subseteq g\left(A_{0}\right)$;
(c) there exist $x_{0}, x_{1} \in A_{0}$ with $x_{0} \preceq x_{1}$ such that $p\left(g x_{1}, S x_{0}\right)=p(A, B)$;
(d) if $\left\{x_{n}\right\}$ is an increasing sequence in $A$ converging to $x$, then $x_{n} \preceq x$ for all $n \geqslant 1$ and $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=0$.

Then there exists a unique point $x \in A$ such that $p(g x, S x)=p(A, B)$. Moreover, for any $x_{0} \in A_{0}$, the sequence $\left\{x_{n}\right\}$ defined by $p\left(g x_{n+1}, S x_{n}\right)=p(A, B)$ converges to the point $x$.

Proof. Now, we show only the uniqueness of the best proximity point of the mapping S. Suppose that there exist $x$ and $x^{*}$ in $A$ such that

$$
\begin{equation*}
p(g x, S x)=p(A, B), \quad p\left(g x^{*}, S x^{*}\right)=p(A, B) \tag{3.9}
\end{equation*}
$$

Let $x$ be comparable to $x^{*}$, that is, $x \preceq x^{*}$ or $x^{*} \preceq x$. Suppose that $x \preceq x^{*}$. Then, since $S$ is an ordered Geraghty's proximal contraction type (A) with the isometry of $g$, we have

$$
\begin{equation*}
p\left(x, x^{*}\right)=p\left(g x, g x^{*}\right) \leqslant \beta\left(p\left(x, x^{*}\right)\right) p\left(x, x^{*}\right) \tag{3.10}
\end{equation*}
$$

If $p\left(x, x^{*}\right) \neq 0$, then, by (3.10), we have

$$
1=\frac{p\left(x, x^{*}\right)}{p\left(x, x^{*}\right)} \leqslant \beta\left(p\left(x, x^{*}\right)\right)<1
$$

which is a contradiction. Thus $p\left(x, x^{*}\right)=0$. If $x \preceq x$, then, by the same method as above, we can see that $p(x, x)=0$. Thus, by Lemma 2.8, we obtain $x=x^{*}$. Similarly, in the case of $x^{*} \preceq x$, we can see that $x=x^{*}$.

Suppose that $x$ is not comparable to $x^{*}$. Since $A_{0}$ satisfies the condition (B), there exists $z \in A_{0}$ such that $z$ is comparable to $x$ and $x^{*}$, that is, $x \preceq z$ or $z \preceq x$ and $x^{*} \preceq z$ or $z \preceq x^{*}$.

If $x \preceq z$ and $x^{*} \preceq z$, since $\left\{x_{n}\right\}$ converges to $x$, then it follows the condition (d) that $x_{n} \preceq x \preceq z$. Since $z \in A_{0}$, from the fact that $S\left(A_{0}\right) \subseteq B_{0}$ and $A_{0} \subseteq g\left(A_{0}\right)$, it follows that there exists a point $v_{0} \in A_{0}$ such that

$$
\mathrm{p}\left(\mathrm{~g} v_{0}, S z\right)=p(A, B)
$$

Further, we have $g v_{0} \in A_{0}$. Since $S$ is proximally increasing, $g x \preceq g v_{0}, g x^{*} \preceq g v_{0}$, and its inverse is an increasing mapping, we also have $x \preceq v_{0}$ and $\chi^{*} \preceq v_{0}$. Using the similar fashion, we can find $v_{n}, v_{n+1} \in A_{0}$ such that $x \preceq v_{n}, x^{*} \preceq v_{n}$ and

$$
\begin{equation*}
p\left(g v_{n+1}, S v_{n}\right)=p(A, B) \tag{3.11}
\end{equation*}
$$

By (3.9) and (3.11), $S$ is an ordered Geraghty's proximal contraction type (A) with the isometry of $g$, we have

$$
p\left(x, v_{n+1}\right)=p\left(g x, g v_{n+1}\right) \leqslant \beta\left(p\left(x, v_{n}\right)\right) p\left(x, v_{n}\right)
$$

If $\lim _{n \rightarrow \infty} p\left(x, v_{n}\right) \neq 0$, then we have

$$
1=\lim _{n \rightarrow \infty} \frac{p\left(x, v_{n+1}\right)}{p\left(x, v_{n}\right)} \leqslant \lim _{n \rightarrow \infty} \beta\left(p\left(x, v_{n}\right)\right)<1
$$

which is a contradiction, and hence $\lim _{n \rightarrow \infty} p\left(x, v_{n}\right)=0$. Therefore, it follows that $p\left(x, v_{n}\right) \leqslant \alpha_{n}$ for a sequence $\left\{\alpha_{n}\right\}$ converging to zero. Since $p(x, x)=0$, putting $x_{n}:=x, \beta_{n}:=0$ for all $n \geqslant 1$ and applying Lemma 2.8 (2), it follows that $v_{n} \rightarrow x$ as $n \rightarrow \infty$. Similarly, we can prove that $v_{n} \rightarrow x^{*}$ as $n \rightarrow \infty$. By the uniqueness of the limit, we conclude that $x=x^{*}$. For other case, we can prove the same results by the same argument. This completes the proof.

If $g$ is the identity mapping in Theorem 3.6, then we obtain the following:

Corollary 3.7. Let $X$ be a nonempty set such that $(X, \preceq)$ is a partially ordered set and $(X, d)$ is a complete metric space equipped with the $w$-distance $p$. Let $A$ and $B$ be nonempty closed subsets of $X$ such that $A_{0}$ and $B_{0}$ are nonempty with $A_{0}$ satisfying the condition (B). Assume that the mapping $S: A \rightarrow B$ satisfies the following conditions:
(a) $S$ is a proximally increasing ordered Geraghty's proximal contraction type $(A)$ and $(B)$ with $S\left(A_{0}\right) \subseteq B_{0}$;
(b) there exist $x_{0}, x_{1} \in A_{0}$ with $x_{0} \preceq x_{1}$ such that $p\left(x_{1}, S x_{0}\right)=p(A, B)$;
(c) if $\left\{x_{n}\right\}$ is an increasing sequence in $A$ converging to $x$, then $x_{n} \preceq x$ for all $n \geqslant 1$ and $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=0$.

Then there exists a unique point $x \in A$ such that $p(x, S x)=p(A, B)$. Moreover, for any $x_{0} \in A_{0}$, the sequence $\left\{x_{n}\right\}$ defined by $p\left(x_{n+1}, S x_{n}\right)=p(A, B)$ converges to the point $x$.

Corollary 3.8. Let $X$ be a nonempty set such that $(X, \preceq)$ is a partially ordered set and $(X, d)$ is a complete metric space. Let $A$ and $B$ be nonempty closed subsets of $X$ such that $A_{0}$ and $B_{0}$ are nonempty with $A_{0}$ satisfying the condition (B). Assume that the mappings $\mathrm{S}: \mathrm{A} \rightarrow \mathrm{B}$ and $\mathrm{g}: \mathcal{A} \rightarrow \mathcal{A}$ such that S preserves isometric distance with respect to g and satisfy the following conditions:
(a) S is a proximally increasing ordered proximal contraction of the first and second kinds with $\mathrm{S}\left(\mathrm{A}_{0}\right) \subseteq \mathrm{B}_{0}$;
(b) $g$ is a surjective isometry and its inverse is an increasing mapping with $A_{0} \subseteq g\left(A_{0}\right)$;
(c) there exist $x_{0}, x_{1} \in A_{0}$ with $x_{0} \preceq x_{1}$ such that $d\left(g x_{1}, S x_{0}\right)=d(A, B)$;
(d) if $\left\{x_{n}\right\}$ is an increasing sequence in $A$ converging to $x_{\text {, then }} x_{n} \preceq x$ for all $n \geqslant 1$.

Then there exists a point $x \in A$ such that $d(g x, S x)=d(A, B)$. Moreover, for any $x_{0} \in A_{0}$, the sequence $\left\{x_{n}\right\}$ defined by $\mathrm{d}\left(\mathrm{g} x_{n+1}, \mathrm{~S} x_{n}\right)=\mathrm{d}(A, B)$ converges to the point x .

Remark 3.9. In this paper, we proved some optimal optimization problems for Geraghty's proximal contractions type $(A)$ and type $(B)$ in the setting of partially ordered sets via the $w$-distance. The main results improve and extend some best proximity point theorems given by Sadiq Basha [1] in partially ordered metric spaces under the ordered proximal contractions of the first and second kind. Finally, we give some examples to illustrate the main results in this paper.
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