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Abstract

In this paper, we introduce an iterative process which converges strongly to a common fixed point of two mono-pseudocon-
tractive mappings in Banach spaces. Our theorems complement the results that have been proved for the class of pseudocon-
tractive mappings in Banach spaces. (©2017 All rights reserved.
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1. Introduction

Let H be a real Hilbert space. A mapping T : C — E is called Lipschitzian if there exists L > 0 such that
IITx — Tyll < Lilx —yll, for all x,y € C. If L =1, then T is called nonexpansive and if L € [0,1), then T is
called a contraction. A mapping T is called pseudocontractive if for each x,y € C, we have

(x—y, Tx—Ty) < Ix—yl* (1.1)

Let C be a nonempty, closed, and convex subset of a real Banach space E with dual E*. One direction
of extending definition of pseudocontractive mapping in Hilbert spaces to Banach spaces is the following.
A mapping T : C — E is called pseudocontractive if there exists j(x —y) € J(x —y) such that

(Tx =Ty, j(x—y)) < Ix—ylP forallx,y € C, (1.2)
where ] is the normalized duality mapping from E into 28" defined by
Jo={f* € " : (x, %) = |xI* = [If*]1?},

where (.,.) denotes the generalized duality pairing. The single-valued normalized duality mapping is
denoted by j. It is well-known that if E is smooth, then the duality mapping ] is single-valued and if
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E = H, a real Hilbert space, then | is the identity mapping on H and inequality (1.2) reduces to inequality
(1.1).

Apart from being an important generalization of nonexpansive mappings interest in pseudocontrac-
tive mappings stems mainly from their firm connection with the important class of nonlinear accretive
mappings, where a mapping A with domain D(A) C E and range R(A) in E is called accretive if there
exists j(x —y) € J(x —y) such that

(Ax —Ay,j(x —y)) =2 0 forall x,y € D(A).

We note that T is pseudocontractive if and only if A := I —T is accretive and thus a fixed point of T,
F(T):={x € D(T) : Tx = x}is a zero of A, N(A) := {x € D(A) : Ax = 0}. It is now well-known that if
A is accretive then the solutions of the equation Ax = 0 correspond to the equilibrium points of some
evolution systems [42].

A mapping A : D(A) C E — 2F is called monotone if
(x—y,Ax—Ay) >0 forall x,y € D(A).

If E = H, is a real Hilbert space, then the set of monotone mappings is the same as the set of accretive
mappings. Interest in monotone operators stems mainly from their usefulness in many functional equa-
tions. Many of them appear also in calculus of variations as subdifferential of convex functions (Pascali
and Sburian [22]).

In 1953, the most general iterative scheme for the approximation of fixed points of nonexpansive
mapping, which is called Mann algorithm, was introduced (in the light of [19]) as follows:

Xn41 = OGnXn + (1—an)Txn, n2>0, (13)

where the initial guess element x¢ € C is arbitrary and {«., } is a real control sequence in the interval (0, 1).
Construction of fixed points of nonexpansive mappings via Mann’s algorithm [19] has extensively been
investigated recently in literature (see, e.g., [4, 6,7, 11, 12, 14, 16, 20, 23, 25, 30, 39]). If T is a nonexpansive
mapping with a fixed point and if the control sequence {«n} is chosen so that } [ ;on (1 — an) = oo,
then the sequence {x, } generated by Mann’s algorithm (1.3) converges weakly to a fixed point of T (this is
indeed true in a uniformly convex Banach space with a Fréchet differentiable norm [23]). However, this
convergence is in general not strong (see the counterexample in [8]; see also [10]).

To obtain strong convergence, many iteration processes are often used to approximate a fixed point of
a nonexpansive mapping in Hilbert or Banach spaces (for example, see [9] and [4, 6, 7, 11, 23]). One of
them is now known as Halpern’s iteration process [11] and is defined as follows: let the sequence {xn} be
iteratively defined by xg € C and

Xn41 = o+ (I — o 1)T(xn), 20, (1.4)

where {o} is a real numbers in (0,1) and T is a nonexpansive mapping of C into itself. Halpern [11]
proved that the algorithm (1.4) converges strongly to a fixed point of T in the framework of Hilbert
spaces. Lions [16] and Wittmann [28] improved the result of Halpern by proving strong convergence of
{xn} to a fixed point of T under some mild conditions on the real sequence {}. Reich [24], Shioji and
Takahashi [25], and Zegeye and Shahzad [37] extended the result of Wittmann [28] to the case of Banach
spaces.

In 2000, Moudafi [21] introduced viscosity approximation method and proved that if H is a real Hilbert
space, then for xg € C, the sequence {x,,} generated by the algorithm

Xn+1 = “nf(xn) +(1— (xn)T(Xn)z n=0,

where f : C — C is a contraction mapping and {«,} C (0,1) satisfies certain conditions, converges
strongly to a fixed point of a nonexpansive mapping T. Moudafi [21] generalized Halpern’s theorems in
the direction of viscosity approximations.
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Recently, Zegeye [36] introduced Moudafi type approximation method and proved that if C is a
nonempty closed and convex subset of a real Hilbert space H and T; : C — C for i = 1,2 is continu-

2
ous pseudocontractive mappings such that J := ﬂ F(T;) # 0, then for xg € C the sequence {x,,} generated
i=1

by
Xn41 = Xnf(xn) + (1 —on) v, Fr Xn,

where {an} C [0,1] and {rn} C (0,00) satisfy certain mild conditions and f is a contraction from C
into C, converges strongly to z € F. Zegeye’s [36] result extends Moudafi [21] result from the class of
nonexpansive mappings to the more general class of continuous pseudocontractive mappings. For other
related results, we refer to [2, 27, 31-35, 38].

Furthermore, considerable research efforts have been devoted to iterative methods for approximating
fixed points of pseudocontractive mappings in Banach spaces (see, e.g., [5, 12, 13,17, 17, 36, 41]) connected
to the class of accretive mappings. However, the analogue of pseudocontractive mapping in Hilbert spaces
related to the class of monotone mappings in Banach spaces has not been studied.

It is our purpose in this paper to introduce the class of mappings connected with the class of monotone
mappings in Banach spaces which is the analogue of class of pseudocontractive mappings in Hilbert
spaces. In addition, we introduce a Halpern-type approximation method for finding a common fixed point
of a finite family of the introduced mappings. This provides affirmative answer to the above concern.

2. Preliminaries
Let E be a real Banach space. Let S(E) = {x € E: [|x|| = 1}. Then the norm of E is said to be smooth if

t —
]

2.1
t—0 t ( )

exists for each x,y € S(E). E is called uniformly smooth if the limit (2.1) exists and is attained uniformly
for all (x,y) € S(E). So it is trivial that a uniformly smooth Banach space has a Gateaux differentiable
norm. It is also known that if E is uniformly smooth, then | is uniformly norm to norm continuous on
each bounded subset of E. Furthermore, if E is a reflexive and strictly convex Banach space with a strictly
convex dual, then J~! is duality mapping from E* into E where J]~! = g+ and '] = I (see [26]). We
note that in a Hilbert space, H, ] is the identity mapping.

The modulus of convexity of E is the function 6¢ : (0,2] — [0, 1] defined by

6de%:nﬁ{l— X;y

H =yl =1 e = ||x—y||}.

E is called uniformly convex if and only if 5 (e) > O for every € € (0,2].

Let E be a reflexive, strictly convex, and smooth Banach space and let C be a nonempty closed and
convex subset of E. Throughout this paper, let the function ¢ : E x E — IR, introduced by Alber [1], be
defined by

by, %) = Ilyl* —2(y, Jx) + IIx|* for x,y € E. (2.2)

We observe that in a Hilbert space H, (2.2) reduces to ¢(x,y) = [|x —y|P for x,y € H. The generalized
projection mapping, introduced by Alber [1], is a mapping IT¢c : E — C that assigns an arbitrary point x € E
to the minimizer, X, of ¢(., x) over C, thatis, [Tcx = X, where X is the solution to the minimization problem

C[)(?Z,X) = mln{d)(y/ X)/U € C}

The existence of the solution of this minimization problem is due to Alber [1].
In the sequel, we shall use of the following lemmas.
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Lemma 2.1 ([1]). Let C be a nonempty closed and convex subset of a real reflexive, strictly convex, and smooth
Banach space E and let x € E. Then for ally € C,

¢(U/HCX) + d)(ﬂCX,X) < d)(ylx)

Lemma 2.2 ([15]). Let E be a real smooth and uniformly convex Banach space and let {xn} and {yn} be two
sequences of E. If either {xn} or {yn} is bounded and ¢(xn,yn) — 04as n — oo, then xn —Yyn — 0, as 1 — oo.

Lemma 2.3 ([1]). Let C be a convex subset of a real smooth Banach space E. Let x € E. Then xo = Tcx if and only

if

(z—x0,Jx—Jxp) <0,Vz € C.
We make use of the function V: E x E* — R defined by
V(x,x*) = [IxI> —2(x,x*) + |[x|[* for all x € E and x* € E,

studied by Alber [1]. That is, V(x,y) = d(x, ] Ix*) for all x € E and x* € E*,
We know the following lemma connected to the function V.

Lemma 2.4 ([1]). Let E be a reflexive strictly convex and smooth Banach space with £* as its dual. Then
V(x,x*) + 2% —x,y*) < V(x,x* +y*)
forall x € Eand x*,y* € E*.

Lemma 2.5 ([3]). Let C be a nonempty, closed, and convex subset of a smooth, strictly convex, and reflexive real
Banach space E. Let A : C — E* be a continuous monotone mapping. Then, for v > 0 and x € E, there exists z € C
such that

1
(y—z,Az>+;(y—z,]z—]x> >0,VyeC.

Lemma 2.6 ([40]). Let C be a nonempty, closed, and convex subset of a smooth, strictly convex, and reflexive real
Banach space E. Let A : C — E* be a continuous monotone mapping. For v > 0 and x € E, define the mapping
F. : E — Cas follows:

1
Fox:={z¢€ C:(y—z,Az>+;(y—z,]z—]x> >0,VyeC}

forall x € E. Then the following hold:
(1) Fy is single-valued;
(2) F(F) = VI(C,A);

(B) d(p, Frx) + &(Frx, x) < d(p, x) for p € F(Fr);
(4) VI(C,A) is closed and convex.

Lemma 2.7 ([29]). Let {an} be a sequence of nonnegative real numbers satisfying the following relation:

an41 < (1 - Bn)an + Bndn, M =1y,

where {Bn} C (0,1) and {dn} C R satisfying the following conditions: Z Bn = 0o, and limsup 6, < 0. Then,

n=1 n—oo

lim a, =0.
n—oo

Lemma 2.8 ([18]). Let {an} be a sequence of real numbers such that there exists a subsequence {n;} of {n} such that
an; < Qn,41 forall i € IN. Then there exists a nondecreasing sequence {my} C IN such that my — oo and the
following properties are satisfied by all (sufficiently large) numbers k € IN:

Qmy < Q1 and ag < Amy 1.

In fact, my. = max{j < k:aj < aj41}
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3. Main result

Definition 3.1. Let C be a nonempty, closed, and convex subset of a reflexive, strictly convex, and smooth
Banach space E. A mapping T : C — E is called mono-pseudocontractive if for each x,y € C we have

(x—y,JTx—=]JTy) < (x—y,Jx—Jy).

Lemma 3.2. Let C be a nonempty, closed, and convex subset of a reflexive, strictly convex, and smooth Banach
space E. Let T : C — E be a map. Then T is psudocontractive if and only if A = (] —]JT) : C — E* is monotone.
Furthermore, the zero of A is the fixed point of T.

Proof. Let x,y € C be arbitrary. Suppose T is mono-pseudocontractive mapping. Then, for x,y € C, we
have

(Ax—=Ay,x—y,) =(J=JTx—=(J—=JTy,x—y) = (Jx=Jy,x—y) — JTx—JTy,x—y) > 0.

Hence, A is monotone. Conversely, suppose A is monotone, we prove that T is mono-pseudocontractive.
Let x,y € C. Then,

=y, JTx=]JTy) = (x—y,(J-Alx—(J—A)y) = (x—y,Jx = Jy) — (x =y, Ax — Ay) < (x —y,Jx—Jy).

Hence, T is mono-pseudocontractive. In addition, we observe that the zero of A is the fixed pointof T. O

Let g: E — (—o00,00] be a proper, convex, and lower semicontinuous function. Recall that the subdif-
ferential dg of g is defined for any x € E by

0g(x) :={z€ E": (z,y—x) < g(y) —g(x), Vy € EL

Then Tx := J7(J — dg)(x) is mono-pseudocontractive mapping since the subdifferential dg of g is a
monotone mapping (see [22, Theorem 2.13, p. 124]). If E = H, a real Hilbert space, then | is the identity
map on H. Consequently, every pseudocontractive map on H is mono-pseudocontractive.

A map T:C — E is called mono-nonexpansive if

e =yl Tx = JTyll < (x =y, Jx = Jy), %,y € C.
Remark 3.3. We observe that if a map T is mono-nonexpansive then it is mono-pseudocontractive. In fact,
=y, JTx =JTy) < lx —yllJTx =JTyll < (x =y, Jx = Jy), ¥x,y € C,

and [[JTx —JTyll < ITx = Jyll, ¥x,y € C.
In the sequel, we shall make use of the following lemmas.

Lemma 3.4. Let C be a nonempty, closed, and convex subset of a uniformly smooth, and strictly convex real Banach
space E. Let T : C — E be continuous mono-pseudocontractive mapping. Then, for v > 0 and x € E, there exists
z € C such that

1

(y—z,JTz) — ;(y —z,(14+7)]Jz—Jx) <0,Vy € C.

Proof. Let x € Eand r > 0. Let A := ] —JT, where ] is the normalized duality mapping. Then, clearly A
is continuous monotone mapping. Thus, by Lemma 2.5 there exists z € C such that (y —z, Az) + 1(y —
z,z—x) > 0 for all y € C. But this is equivalent to (y —z,JTz) — %(y —z,(1+7)Jz—]Jx) <O0forally € C.

Hence the lemma holds. O

Lemma 3.5. Let C be a nonempty, closed, and convex subset of a smooth, strictly convex, and reflexive real Banach
space E. Let T : C — C be continuous mono-pseudocontractive mapping. For r > 0 and x € E, define a mapping
T : E = C as follows:

1<y—z,(1+r)]z—]x> <0,VyeC}

T

Tx:={zeC:(y—z]JTz)

for all x € E. Then the following hold:
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(1) T is single-valued;

2) ¢(p, Tix) + ¢(Tex, x) < d(p,x) for p € F(Ty);
(3) F(Ty) =F(T);

(4) F(T) is closed and convex.

Proof. We note that (y —z,JTz) — %(y —z,(1+71)Jz—]Jx) < 0 for all y € C is equivalent to (y —z, Az) +
%(y —z,Jz—]Jx) > 0 for ally € C, where Az := Jz — JTz is continuous monotone mapping. Moreover, as T

is self-map we have that VI(C, A) = F(T). Thus, by Lemma 2.6 the conclusions of (1)-(4) hold. O

Let C be a nonempty, closed, and convex subset of a smooth, strictly convex, and reflexive real Banach
space E. Let Ty : C — C for i = 1,2 be continuous mono-pseudocontractive mappings. Then in what
follows, T, ,F. :E — C are defied as follows: for x € E and {rn} C (0, 00), define

1
Ty x={zecC:(y—z]JThz) — T—(y —z,(1+rn)Jz—]Jx) <0,Vy € C}

n
and

1
Tor x:={z€ C:(y—zJhz) — r—(y —z,(1+my)Jz—Jx) <0,Vy € ChL

n

Then in what follows, we shall study the following iteration process:

{ u,xo € C chosen arbitrarily, (3.1)

Xn41 = ]_1(“71]” +(1— (Xn)ITZ,rnTl,ran)/

where ] is the normalized duality mapping on E; ay, € (0,1) satisfies limp 00 n =0and ) 4 an = 00;
{rn} C [c1, 00) for some ¢; > 0 and for all n € IN.
Now, we prove our main convergence theorem.

Theorem 3.6. Let C be a nonempty, closed, and convex subset of a uniformly smooth, and uniformly convex real
2

Banach space E. Let Ty, T : C — C be continuous mono-pseudocontractive mappings with F = ﬂ F(Ti) # 0. Let
i=1

{(Xnln>0 be a sequence defined by (3.1). Then, the sequence {xn }n >0 converges strongly to Tl (), where Tlg is the

generalized projection from E onto .

Proof. Since by Lemma 3.5 we have J is nonempty closed and convex we can take x* := TTgu. Let
Un = T1r, Xn and wn, = Tor Un. Now from (3.1), Lemma 2.1, and property of ¢ we get that

G (x*, xny1) = (X7, ]71(0671]114- (1—on)Jwn))

= [Ix*|? = 2(x*, atn Ju+ (1 — &) Jwn) + llom Ju + (1 — ot ) Jwn |2

<X = 200 (xF, Ju) — 2(1 — o ) (%, Jwn) + e [IJull® + (1 — on ) [[Jwn 2
and(x*,u) + (1 — o) d(x*, wn)

= on®(x",u) + (1= on)P(x", Tor Un)

< ond(x,u) + (1= o )P (", un)

< ond(x",u) + (1= on)p(x*, xn)

Then, by induction we get that

d)(X*rxn—l-l) < max{(b(x*, Xn)/ d)(x*,u)},Vn > 1

and hence {x}, {un}, and {w,} are bounded. Now, by Lemmas 2.1, 2.4, and 2.6 (3) we get

(I)(X*, Xn+1) = V(X*/ anu+ (1— o‘n)JWn)
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S VXY, Jxngr — an(Ju—Jx")) = 2(xn41 — x5, —otn (Ju—Jx%))

= (", o ]X* + (1= on)Jwn)) + 20t (xn 11 — X7, Ju—Jx*)

< ond (X", x") + (1 — otn )P (x™, Wi ) + 2000 (X1 — x*, Ju—Jx*)

< (1= o) [d(x*, un) — dwn, un )] + 200 (X1 — x5, Ju—Jx*)

=(1—oan)d(x*, un) — (1 —an)P(un, wn) + 200 (xn1 — x*, Ju—Jx*)

< (1= an) [d(x*, xn) — d(un, xn)] — (1 — otn ) d(Wn, un) + 200m (X1 — x*, Ju — Jx*)

= (1= on)b(x*, xn) — (1= otn) [ (tn, Xn) + G (Wn, tn)] + 200 (X1 — x5, Ju—Jx*)  (3.2)
< (1T —an)d(x™, xn) + 2000 (xn — X%, Ju—Jx*) + 20t [IXn+1 — xnllllJu— Jx*|I. (3.3)

Now, we consider two possible cases on ¢(x*,xn).

Case 1. Suppose that there exists ng € IN such that {¢p(x*,x)} is decreasing. Then, we obtain that
{d(x*,xn )} is convergent. Thus, from (3.2) we get that ¢(wWn, un), d(un, xn) — 0 and hence by Lemma 2.2
we obtain that

Wnp—Uun — 0, un —xn — 0, asn — co. (3.4)
Furthermore, from the property of ¢ and the fact that &, — 0, as n — oo we have that

bW, xni1) = d(wn, ] anJu+ (1= on)Jwn))
< and(Wn, u) + (1 = on)d(Wn, win) < and(wn, u) + (1 — an)d(wn, wn) = 0asn — oo,
and hence from Lemma 2.2 we get that w, —x,,+1 — 0 and this with (3.4) give that
Xn —Xna1 — 0asn — oo. (3.5)
Since {xn} is bounded and E is reflexive, we choose a subsequence {xn,} of {xn} such that x,,, — z and
limsup(xn —x*, Ju—Jx*) = lim (xn, —x*, Ju—Jx*). Then from (3.5) and (3.4) we get that u,,, — z and
1—00
Wn, — Z.

Now, we show that z € F(T;). But from the definition of u,, we have that

(1+7n)Jun —Jxn
Tn

<y _un/JTluTL> - <y — Un, > <0, Vyeg(C,

and hence

(1 +Tni)luni — Jxn,
Th;

1

*<y — Un,y, ]TluThL) + (y —Uny, > >0, Vy € C/

which implies that

Iuni — JXTH >

Tn,

(Y—un, Jun, —JTiun,) + (Y —un,, >0,VyeC. (3.6)

Setvi =ty+ (1 —t)zforallt € (0,1] and y € C. Then, we get that vi € C. Now, from (3.6) it follows that

Un. — X
(vt —Un,, Jve — ]T1Vt> > <Vt — Un,, Jve — ]Tlvt> - <Vt — Uny, Iu‘ni - ]Tluni> - <Vt — Uny, %)
ny

U — X
(= g ot — i) — (v — 1ty Ly,
Tn,
Furthermore, the mono-pseudocontractivity nature of T; gives that (vi —un,, (Jv¢ — JTive) — (Jun, —
JTiun,)) > 0 and the uniform continuity of J with (3.4) imply that Ju,, —Jxn, — 0 as i — oco. Thus,
it follows that

0< ih_{gowt —Un,, Jvi — JTive) = (vi —z, Jve — JTivy),
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and hence
(y—z,Jve—JTivg) 20, Vy € C.
If t — 0, the continuity of T; and ] imply that
(y—zJz—]JTz) >0, Vy € C.
Now, considering y = T;z we obtain that (T1z—z, JTiz — Jz) < 0 and hence monotonicity of | implies that
(y—zJz—JTiz) =0, Vy e C.

Thus, the strict convexity of E gives that T;z = z and hence z € F(Ty).
Similarly, considering the definition of w;,, we get that z € F(T;). Therefore, we have that z € F(T;) N

F(T;). Thus, by Lemma 2.3, we immediately obtain that lim sup(x, —x*, Ju—Jx*) = (z—x*, Ju—Jx*) < 0.
n—oo
It follows from Lemma 2.7 and (3.3) that ¢(x*,xn) — 0 as n — co. Consequently, x, — x*.

Case 2. Suppose that there exists a subsequence {n;} of {n} such that
¢, (X*/ xﬂi) < d) (X*I unﬁrl)

for all i € IN. Then by Lemma 2.8, there exists a nondecreasing sequence {my} C IN such that my — oo,
S(x*, xm, ) < G(x*, xm, 1) and d(x*, xk) < G(x*, xm, +1) for all k € N. Thus, from (3.2) and the fact that
on — 0 we obtain

(1 - mek) ((b(umk/ ka) + (b(wmk/ umk)>

< (d)(x*/ ka) - ¢(X*/ka+l)) + (kad)(X*/ ka)

+ 20tm, (Xm, — X", Ju—Jx*) + 20m, [[Xm, —Xm, 1llllJu—Jx*]| = 0

as k — oo. But this implies that ¢(um,,Xm,), $(Wm,, Uum,) — 0 as k — oo. Thus, following the method
in Case 1, we obtain that

lim sup (xm, —x*, Ju—Jx*) <O0. (3.7)

k—o00
In addition, from (3.3) we have that
GO, Xmyr1) < (1= atm ) (X, xmy, ) + 200m, (Xmy, — X5, Ju = Jx*) 4+ 200m, [IXm,, — Xm 1llllJu—=Jx*)|, (3.8)

which implies that

(b(x*/ ka) - (I)(X*/ka—i-l) + Z(ka <ka - X*/ ]ui ]X*>

20ty (X, — X7, Ju— Jx*) + 20tm, [xm,. — XmyallllJw = Jx". (3.9)
Furthermore, since o, > 0, inequality (3.9) gives that
S, xmy ) < 2(zm, — x5, Ju—Jx*) 4 2xm, = XmyeallllJu—Jx-

Then it follows from (3.7) and (3.5) that ¢(x*, xm, ) — 0, as k — oco. This together with (3.8) implies that
d(x*, Xm,+1) — 0. Thus, since ¢ (x*,xx) < G(x*, xm, +1) for all k € IN, we conclude that x, — x*, as
k — oo. Therefore, from Cases 1 and 2 we conclude that {x,,} converges strongly to x* = TTru and the
proof is complete. O

If in Theorem 3.6, we assume that T, = I, the identity mapping on C, then we obtain the following
corollary.
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Corollary 3.7. Let C be a nonempty, closed, and convex subset of a uniformly smooth, and uniformly convex real
Banach space E. Let T : C — C be continuous mono-pseudocontractive mapping with F(T) # (. Let {xn}n>0 be a
sequence defined by:

{ u,xg € C chosen arbitrarily, (3.10)

Xn+1 = ]71(()(“]114- (1— (Xn)ITran)/

where Tox :={z € C:(y—2z]JTz) — %(y —z,(1+1)Jz—]Jx) <0,Vy € C}, forall x € E; ] is the normalized
duality mapping on E; o, € (0,1) satisfying limn 0o n = 0and Y 371 o, = 00 and {yn} C [c1,00), for some
c1 > 0. Then, the sequence {xnn>0 converges strongly to x* = TTru.

Proof. Put T := Ty and To = I, the identity mapping on C in Theorem 3.6. Then scheme (3.1) reduces to
(3.10). Therefore, the conclusion follows from Theorem 3.6. O

If E = H, a real Hilbert space, we have that E is uniformly smooth and uniformly convex; ] = I, the
identity operator on H. Thus, for r > 0, if we define

Tixx:={zeC:(y—zTiz) —%(y —z,(1+1)z—x) <0,Vy e C} (3.11)

for all x € E and i = 1,2 then mono-pseudocontractive mappings reduce to pseudocontractive mappings.
Thus, the following corollary follows.

Corollary 3.8. Let C be a nonempty, closed, and convex subset of a real Hilbert space H. Let Ty, To : C — C be

2
continuous mono-nonexpansive mappings. Let F := m F(Ti) # 0. Let {xn}n>0 be a sequence defined by:
i=1
{ u,xg € C chosen arbitrarily,
Xn+1 = XpnU+ (1— o‘n)TZ,rnTl,ran/

o

where Ty, To v are as in (3.11), an € (0,1) satisfying limn o0 xn = 0and ) 77 xn = oo, and {rn} C [c1, 00),

for some c1 > 0. Then, the sequence {xn} converges strongly to x* = TTgu.

If T; and Tp, are mono-nonexpansive mappings, then they are mono-pseudocontractive mappings and
hence, we get the following corollary.
Corollary 3.9. Let C be a nonempty, closed and, convex subset of a uniformly smooth, and uniformly convex real

2
Banach space E. Let Ty, T, : C — C be continuous mono-nonexpansive mappings. Let F = ﬂ F(Ti) # 0. Let
i=1
{XnIn>0 be a sequence defined by:
{ u,xg € C chosen arbitrarily,
Xn+1 = Jil(‘xnlu + (1 - (xn)]TZ,rnTl,ran)/

where Ty v, Tor are as in (3.11), oy € (0,1) satisfying limn oo 0tn = 0 and Y 51 &n = 00, and {rn} C [c1, 00),
for some ci > 0. Then, the sequence {xn} converges strongly to x* = TTru.

The proof of the following theorem for a common fixed point of a finite family of continuous mono-
pseudocontractive can be easily obtained from the method of proof of Theorem 3.6.

Theorem 3.10. Let C be a nonempty, closed, and convex subset of a uniformly smooth, and uniformly convex real
Banach space E. Let Ty,: C — C, k=1,2,..., m be finite family of continuous mono-pseudocontractive mappings.
m

Let F:= ﬂ F(T) # 0. Let {xn}n>0 be a sequence defined by
k=1
u,xg € C, chosen arbitrarily,
Win = Tl,rnx'ru' Won = T2,anl,n; o Wmn = Tm,rnwmfl,n}
Xn+1 = ]_1(0(n]u+ (1 — o) JWmmn),



N. Shahzad, H. Zegeye, ]. Nonlinear Sci. Appl., 10 (2017), 47994811 4808

where oy € (0,1) satisfying imn 00 n = 0and Y 51 &n = 0o and {rn} C [c1, 00) for some cq > 0. Then, the

sequence {xn } converges strongly to x* = TTru.

We also note that the method of proof of Theorem 3.6 provides the following theorem for approximat-
ing the minimum-norm point of a common fixed points of two mono-pseudocontractive mappings.

Theorem 3.11. Let C be a nonempty, closed, and convex subset of a uniformly smooth, and uniformly convex real
2

Banach space E. Let Ty, T : C — C be continuous mono-pseudocontractive mappings with J = ﬂ F(Ty) # 0. Let
i=1
{XnJn>0 be a sequence defined by

{ xg € C, chosen arbitrarily,
Xn+1 = (1— an)TZ,rnTl,ran~

Then, the sequence {xnn>0 converges strongly to x* = TI5(0), the minimum-norm x* of F with respect to the
Lyapunov function ¢.
4. Numerical example

In this section, we give an example of two continuous mono-pseudocontractive mappings with all
the conditions of Theorem 3.6 and some numerical experiment result to explain the conclusion of the
theorem.

Example 4.1. Let H = R with Euclidean norm. Let C = [-1,10] and T; : C — R be defined by

_f —4x—3, xe 1,5,
Tix = { X, x € [5,10].

Then, we see that I — T; is continuous monotone and hence T; is continuous mono-pseudocontractive
mapping on C with F(Ty) = [_71, 10]. In addition, if x € [—1, —%), assuming that z € [1, —%) we have that

1
(y—z,Tiz) — ;(y —z,(1+7)z—x) <0, YWyeC,
is equivalent to
3 3
[(1+7)z—x+ (4zr + ET)]U > [(1+7)z—x+ (4rz+ ET)]Z' vy € C.

x_3r

But this holds, if z = ="
If x € [—%, 10], considering z € [—%, 10], we get that

1
<y—z,T12>—;<y—z,(1+T)z—x> <0, Weg_,

is equivalent to (y —z)z— %(y —2z) [(1 +1)z— x] < 0for all y € C, which is equivalent to (z—x)y > (z—x)z

for all y € C. But this holds, if z = x. Therefore, we get that

x—3r 1 _1
T ,x:= { T#or/ XE =1, —3),
’ X, x € [—%,10].

Now, let T, : C — R be defined by

Tyx = { X, x € [-1,1),
X — )
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Then, we see that I — T, is continuous monotone and hence T, is continuous mono-pseudocontractive on
C with F(T;) = [-1,1]. In addition, if x € [-1,1], considering z € [—1,1], we get that

1
<U*ZITZZ>*;<U*Zr(l+r)zfx> go/ VU € C/

is equivalent to (y —z)z— %(g —2z) [(1 +1)z— x] < 0forally € C, which is equivalent to (z—x)y > (z—x)z

for all y € C. But this holds, if z = x.
If x € [1,10], assuming that z € [1,10] we have that

1
(y—2z,Thz) — ;(y —z,(1+1)z—x) <0,Vy € C,

is equivalent to
(y—2)[(1+1)z—x—2zr+ %(2—1)2} >0,vy e C.

But this holds, if (1+71)z—x—2zr+ g(z— 12 =0o0rz= %(Zr —8)+ % 64 + 32r(x —1). Therefore, we
get that

X, a
Topx = { %(zrfg) 4 % 64 +32r(x—1), x € [1,10].

It is also clear that F(T;) NF(T,) = [—%, 100N [—1,1] = [—%, 1].
Now, if we take, o, = ﬁ, th =10 foralln > 1, and u € C, we observe that the conditions of
Theorem 3.6 are satisfied and scheme (3.1) reduces to

(4.1)

u,xg € C chosen arbitrarily,
Xni41 = dpnU+ (1 - ‘xn)TZ,TnTl,ran-

Thus, if u = 2 and x¢ = 3, the scheme (4.1) converges strongly to 1.0 = Py(u) and if u = 0.5 and xg = —1
the scheme (4.1) converges strongly to 0.5 = P5(u) (see Figure 1 below).

3 :
x;=2.0
25 - . x=-=1.0 H
b
c 1= u=2x =3
% ‘_//
4] -a
3 R R L e T
Wl
=
a
. \
u=05x =-1
-05 R
3 A ; i A i
a 100 2000 3000 Q000 S000 BO00 FOO00 BOOD
iterations,n
Figure 1: Convergence of xn, with initial values u =2,xg =3 and u=0.5,xy = —1

Remark 4.2. Definition 3.1 introduces a class of mono-pseudocontractive mappings which is very much
related to the class of monotone mappings in Banach spaces.

Remark 4.3. Theorem 3.6 provides strong convergence theorem for the class of mono-pseudocontractive
mappings (related to the class of monotone mappings) which is the analogue of class of pseudocontractive
mappings in Hilbert spaces. This complements the results of [24, 25, 37] for pseudocontractive mappings
(related to the class of accretive mappings) in Banach spaces.
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