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#### Abstract

A quadratic stochastic operator (QSO) describes the time evolution of different species in biology. The main problem with regard to a nonlinear operator is to study its behavior. This has not been studied in depth; even QSOs, which are the simplest nonlinear operators, have not been studied thoroughly. This paper investigates the global behavior of an operator taken from $\xi^{(s)}$-QSO when the parameter $a=\frac{1}{2}$. Moreover, we study the local behavior of this operator at each value of $a$, where $0<a<1$. (c)2017 All rights reserved.
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## 1. Introduction

The history of quadratic stochastic operators (QSOs) can be traced back to Bernstein's work [1]. The QSO was considered an important source of analysis for the study of dynamical properties and modelings in various fields such as biology [1, 14, 15, 18-20,34], physics [25,32], economics, and mathematics [15, 17, 20, 33].

One such system related to population genetics is given by a QSO [1], which is commonly used to present the time evolution of species in biology, which arises as follows: consider a population that consists of $m$ species (or traits) $1,2, \cdots, m$. We denote a set of all species (traits) by $I=\{1,2, \cdots, m\}$. Let $x^{(0)}=\left(x_{1}^{(0)}, \cdots, x_{\mathfrak{m}}^{(0)}\right)$ be a probability distribution of species at an initial state and $P_{i j, k}$ be a probability that individuals in the $i^{\text {th }}$ and $j^{\text {th }}$ species (traits) interbreed to produce an individual from $\mathrm{k}^{\text {th }}$ species (trait). Then a probability distribution $\chi^{(1)}=\left(x_{1}^{(1)}, \cdots, x_{m}^{(1)}\right)$ of the spices (traits) in the first generation can be found as a total probability, i.e.,

$$
x_{k}^{(1)}=\sum_{i, j=1}^{m} P_{i j, k} x_{i}^{(0)} x_{j}^{(0)}, \quad k=\overline{1, m} .
$$

[^0]This result means that the association $x^{(0)} \rightarrow x^{(1)}$ defines a mapping $V$ called the evolution operator. The population evolves by starting from an arbitrary state $\chi^{(0)}$, then passing to the state $\chi^{(1)}=\mathrm{V}\left(x^{(0)}\right)$ (the first generation), then to the state $x^{(2)}=V\left(x^{(1)}\right)=V\left(V\left(x^{(0)}\right)\right)=V^{(2)}\left(x^{(0)}\right)$ (the second generation), and so on. Therefore, the evolution states of the population system are described by the following discrete dynamical system:

$$
x^{(0)}, \quad x^{(1)}=V\left(x^{(0)}\right), \quad x^{(2)}=V^{(2)}\left(x^{(0)}\right), \quad x^{(3)}=V^{(3)}\left(x^{(0)}\right), \cdots .
$$

In other words, a QSO describes a distribution of the next generation if the distribution of the current generation was given. The fascinating applications of QSO to population genetics were given in [20].

A self-contained exposition of the recent achievements and open problems in the theory of QSO were given in [11]. The main problem in nonlinear operator theory is to study the behavior of nonlinear operators. This problem was not fully addressed even in the class of QSOs, which is the simplest nonlinear operator. The difficulty of the problem depends on the given cubic matrix $\left(P_{i j k}\right)_{i, j, k=1}^{m}$. An asymptotic behavior of the QSO even on the small dimensional simplex is complicated [4,30,31, 33, 35]. To solve this problem, many researchers always introduced a certain class of QSOs and studied their behavior. For examples, Volterra-QSO [5, 6, 10, 16, 33], permutated Volterra-QSO [8, 9], Quasi-Volterra-QSO [12], $\ell$-Volterra-QSO [27, 28], non-Volterra-QSO [4, 31], strictly non-Volterra-QSO [36], F-QSO [29], and nonVolterra operators generated by product measure [7, 13, 26]. However, all these classes together would not cover a set of all QSOs. Therefore, many classes of QSOs have not been studied yet. Recently, a new class of QSOs called $\xi^{(s)}$-QSO was introduced in [21, 22, 24]. In this paper, we will continue the study of $\xi^{(s)}$-QSO. This class of operators depends on a partition of the coupled index set (the coupled trait set) $\mathbf{P}_{\mathfrak{m}}=\{(i, j): \mathfrak{i}<\mathfrak{j}\} \subset I \times I$. In the case of two-dimensional simplex ( $m=3$ ), the coupled index set (the coupled trait set) $\mathbf{P}_{3}$ has five possible partitions. The dynamics of $\xi^{(s)}$-QSO that correspond to the point partition (the maximal partition) of $\mathbf{P}_{3}$ have been investigated in [21-24].

The paper is organized as follows. In Section 2, we present some preliminary definitions. In Section 3, we find the fixed points of $V_{a}$. In Section 4, we study the global behavior of $V_{\frac{1}{2}}$. In Section 5, we investigate the local behavior of $\mathrm{V}_{\mathrm{a}}$.

## 2. Preliminaries

Definition 2.1. QSO is a mapping of the simplex

$$
S^{\mathfrak{m}-1}=\left\{x=\left(x_{1}, \cdots, x_{\mathfrak{m}}\right) \in \mathbb{R}^{m}: \sum_{i=1}^{m} x_{i}=1, \quad x_{i} \geqslant 0, \quad i=\overline{1, m}\right\}
$$

into itself of the form

$$
\begin{equation*}
x_{k}^{\prime}=\sum_{i, j=1}^{m} P_{i j, k} x_{i} x_{j}, \quad k=\overline{1, m}, \tag{2.1}
\end{equation*}
$$

where $V(x)=x^{\prime}=\left(x_{1}^{\prime}, \cdots, x_{m}^{\prime}\right)$ and $P_{i j, k}$ is a coefficient of heredity, which satisfies the following conditions

$$
\begin{equation*}
P_{i j, k} \geqslant 0, \quad P_{i j, k}=P_{j i, k}, \quad \sum_{k=1}^{m} P_{i j, k}=1 . \tag{2.2}
\end{equation*}
$$

From the above definition we can conclude that each QSO V : $S^{m-1} \rightarrow S^{m-1}$ can be uniquely defined by a cubic matrix $\mathcal{P}=\left(P_{i j k}\right)_{i, j, k=1}^{m}$ with conditions (2.2).

We will denote by Fix $(\mathrm{V})$ the set of fixed points of $\mathrm{V}: \mathrm{S}^{\mathrm{m}-1} \rightarrow \mathrm{~S}^{\mathrm{m}-1}$. Given Brouwer's fixed point theorem, one has always $\operatorname{Fix}(\mathrm{V}) \neq \emptyset$ for any QSO V. For a given point $\chi^{(0)} \in S^{\mathfrak{m}-1}$, a trajectory $\left\{\chi^{(n)}\right\}_{n=0}^{\infty}$
of $V: S^{m-1} \rightarrow S^{m-1}$ starting from $x^{(0)}$ is defined by $x^{(n+1)}=V\left(x^{(n)}\right)$. By $\omega_{V}\left(x^{(0)}\right)$, we denote a set of omega limiting points of the trajectory $\left\{x^{(n)}\right\}_{n=0}^{\infty} .\left\{x^{(n)}\right\}_{n=0}^{\infty} \subset S^{m-1}$ and $S^{m-1}$ are compact. Thus, one has $\omega_{V}\left(x^{(0)}\right) \neq \emptyset$. Obviously, if $\omega_{V}\left(x^{(0)}\right)$ consists of a single point, then the trajectory converges, and a limiting point is a fixed point of $\mathrm{V}: \mathrm{S}^{\mathrm{m}-1} \rightarrow S^{\mathrm{m}-1}$.

Recall that a Volterra-QSO is defined by (2.1), (2.2), and the additional assumption

$$
\begin{equation*}
P_{i j, k}=0 \quad \text { if } \quad k \notin\{i, j\} . \tag{2.3}
\end{equation*}
$$

The biological treatment of condition (2.3) is clear: the offspring repeats the genotype (trait) of one of its parents.

One can see that a Volterra-QSO has the following form:

$$
x_{k}^{\prime}=x_{k}\left(1+\sum_{i=1}^{m} a_{k i} x_{i}\right), \quad k \in I,
$$

where

$$
a_{k i}=2 P_{i k, k}-1 \text { for } i \neq k \text { and } a_{i i}=0, i \in I .
$$

Moreover,

$$
a_{k i}=-a_{i k} \text { and }\left|a_{k i}\right| \leqslant 1 .
$$

This type of operator was intensively studied in $[2,5,6,10,16,33]$. Note that this operator is a discretization of the Lotka-Volterra model [19, 34] which models an interacting competing species in the population system. Such a model has received considerable attention in the fields of biology, economy, and mathematics (see for example [14, 15, 25, 34]).

The concept of $\ell$-Volterra-QSO, which generalizes a notion of Volterra-QSO, was introduced in [27]. This concept is recalled as follows.

In order to introduce a new class of QSOs, we need some auxiliary notations. We fix $\ell \in I$ and assume that elements $P_{i j, k}$ of the matrix $\left(P_{i j, k}\right)_{i, j, k=1}^{m}$ satisfy

$$
\begin{gather*}
P_{i j, k}=0 \text { if } k \notin\{i, j\} \text { for any } k \in\{1, \ldots, \ell\}, \quad i, j \in I,  \tag{2.4}\\
P_{i_{0} j_{0}, k}>0 \text { for some }\left(\mathfrak{i}_{0}, \mathfrak{j}_{0}\right), \mathfrak{i}_{0} \neq k, \mathfrak{j}_{0} \neq k, k \in\{\ell+1, \ldots, m\} . \tag{2.5}
\end{gather*}
$$

For any fixed $\ell \in \mathrm{I}$, the QSO defined by (2.1), (2.2), (2.4), and (2.5) is called $\ell$-Volterra-QSO.
Remark 2.2. Here, we emphasize the following points.

1. An $\ell$-Volterra-QSO is a Volterra-QSO if and only if $\ell=m$.
2. No periodic trajectory exists for Volterra-QSO [5]. However, such trajectories exist for $\ell$-VolterraQSO [27].
By following [28], take $k \in\{1, \ldots, \ell\}$, then $P_{k k, i}=0$ for $i \neq k$ and

$$
1=\sum_{i=1}^{m} P_{k k, i}=P_{k k, k}+\sum_{i=\ell+1}^{m} P_{k k, i} .
$$

With the use of $P_{i j, k}=P_{j i, k}$ and denoting $a_{k i}=2 P_{i k, k}-1, k \neq i, a_{k k}=P_{k k, k}-1$ one then obtains

$$
V:= \begin{cases}x_{k}^{\prime}=x_{k}\left(1+\sum_{i=1}^{m} a_{k i} x_{i}\right), & \text { if } k=\overline{1, \ell}, \\ x_{k}^{\prime}=x_{k}\left(1+\sum_{i=1}^{m} a_{k i} x_{i}\right)+\sum_{\substack{i, j=1 \\ i \neq k, j \neq k}}^{m} P_{i j, k} x_{i} x_{j}, & \text { if } k=\overline{\ell+1, m} .\end{cases}
$$

This is a canonical form of $\ell$-Volterra-QSO.
Note that

$$
a_{k k} \in[-1,0],\left|a_{k i}\right| \leqslant 1, a_{k i}+a_{i k}=2\left(P_{i k, i}+P_{i k, k}\right)-2 \leqslant 0, \quad i, k \in I .
$$

We recall that an operator V is permuted $\ell$-Volterra-QSO, if there is a permutation $\tau$ of the set I and an $\ell$-Volterra-QSO $V_{0}$ such that $(\mathrm{V}(\mathrm{x}))_{\tau(\mathrm{k})}=\left(\mathrm{V}_{0}(\mathrm{x})\right)_{\mathrm{k}}$ for any $\mathrm{k} \in \mathrm{I}$. In other words, V can be represented as
follows:

$$
V_{\tau}:= \begin{cases}x_{\tau(k)}^{\prime}=x_{k}\left(1+\sum_{i=1}^{m} a_{k i} x_{i}\right), & \text { if } k=\overline{1, \ell} \\ x_{\tau(k)}^{\prime}=x_{k}\left(1+\sum_{i=1}^{m} a_{k i} x_{i}\right)+\sum_{\substack{i, j=1 \\ i \neq k, j \neq k}}^{m} P_{i j, k} x_{i} x_{j}, & \text { if } k=\overline{\ell+1, m}\end{cases}
$$

By following [24], each element $x \in S^{m-1}$ is a probability distribution of the set $I=\{1, \ldots, m\}$. Let $x=\left(x_{1}, \cdots, x_{m}\right)$ and $y=\left(y_{1}, \cdots, y_{m}\right)$ be vectors taken from $S^{m-1}$. We say that $x$ is equivalent to $y$ if $x_{k}=0 \Leftrightarrow y_{k}=0$. We denote this relation by $x \sim y$.

Let $\operatorname{supp}(x)=\left\{i: x_{i} \neq 0\right\}$ be a support of $x \in S^{m-1}$. We say that $x$ is singular to $y$ and denote by $x \perp y$, if $\operatorname{supp}(x) \cap \operatorname{supp}(y)=\emptyset$. Note that if $x, y \in S^{m-1}$ then $x \perp y$ if and only if $(x, y)=0$, where $(\cdot, \cdot)$ stands for a standard inner product in $\mathbb{R}^{m}$.

We denote sets of coupled indices by

$$
\mathbf{P}_{\mathfrak{m}}=\{(\mathfrak{i}, \mathfrak{j}): \mathfrak{i}<\mathfrak{j}\} \subset \mathrm{I} \times \mathrm{I}, \quad \Delta_{\mathfrak{m}}=\{(i, i): \mathfrak{i} \in \mathrm{I}\} \subset \mathrm{I} \times \mathrm{I} .
$$

For a given pair $(i, j) \in \mathbf{P}_{\mathfrak{m}} \cup \Delta_{\mathfrak{m}}$, we set a vector $\mathbb{P}_{i j}=\left(\mathrm{P}_{i \mathfrak{i}, 1}, \cdots, \mathrm{P}_{\mathrm{ij}, \mathrm{m}}\right)$. Clearly, because of condition (2.2), $\mathbb{P}_{i j} \in \mathrm{~S}^{\mathrm{m}-1}$.

Let $\xi_{1}=\left\{A_{i}\right\}_{i=1}^{N}$ and $\xi_{2}=\left\{B_{i}\right\}_{i=1}^{M}$ be some fixed partitions of $\mathbf{P}_{m}$ and $\Delta_{m}$, respectively, i.e. $A_{i} \cap A_{j}=\emptyset$, $B_{i} \cap B_{j}=\emptyset$, and $\bigcup_{i=1}^{N} A_{i}=\mathbf{P}_{m}, \bigcup_{i=1}^{M} B_{i}=\Delta_{m}$, where $N, M \leqslant m$.

Definition 2.3 ([24]). QSO V : $\mathrm{S}^{\mathrm{m}-1} \rightarrow \mathrm{~S}^{\mathrm{m}-1}$ given by (2.1), (2.2), is called a $\xi^{(\text {as })}$-QSO w.r.t. the partitions $\xi_{1}, \xi_{2}$ (where the "as" stands for absolutely continuous-singular) if the following conditions are satisfied:
(i) for each $k \in\{1, \ldots, N\}$ and any $(i, j),(u, v) \in A_{k}$, one has $\mathbb{P}_{i j} \sim \mathbb{P}_{u v}$;
(ii) for any $k \neq \ell, k, \ell \in\{1, \ldots, N\}$ and any $(i, j) \in A_{k}$ and $(u, v) \in A_{\ell}$ one has $\mathbb{P}_{i j} \perp \mathbb{P}_{u v}$;
(iii) for each $d \in\{1, \ldots, M\}$ and any $(i, i),(j, j) \in B_{d}$, one has $\mathbb{P}_{i i} \sim \mathbb{P}_{j j}$;
(iv) for any $s \neq h, s, h \in\{1, \ldots, M\}$ and any $(u, u) \in B_{s}$ and $(v, v) \in B_{h}$, one has that $\mathbb{P}_{u u} \perp \mathbb{P}_{v v}$.

Definition 2.4 ([3]). A fixed point $\bar{\chi}$ of the nonlinear system $x_{t+1}=\phi\left(x_{t}\right)$ is:
(i) globally (asymptotically) stable, if

$$
\lim _{t \rightarrow \infty} x_{t}=\bar{x} \quad \forall x_{0} \in \mathbb{R}^{n} ;
$$

(ii) locally (asymptotically) stable, if there exist $\epsilon>0$, such that

$$
\lim _{t \rightarrow \infty} x_{t}=\bar{x}, \forall x_{0} \in B_{\epsilon}(\bar{x}),
$$

where

$$
B_{\epsilon}(\bar{x})=\left\{x \in \mathbb{R}^{n}:\left|x_{i}-\overline{x_{i}}\right|<\epsilon, \forall i=1,2,3, \cdots, n\right\} .
$$

In this paper, we are going to investigate the global behavior of $V_{\frac{1}{2}}$ and the local behavior of $V_{a}$ which belongs to $\ell$-Volterra-QSO.

## 3. Fixed points of $\mathbf{V}_{\mathbf{a}}$

In [24], it has been classified the $\xi^{(s)}$-QSO into 20 non-conjugate classes. In this paper we are going to continue study the behavior of these classes, one of them is $\mathrm{K}_{7}=\left\{\mathrm{V}_{7}\right\}$, the operator $\mathrm{V}_{7}$ which can be written by Tables 1 and 2 .

| Table 1: Coefficient of $\mathbf{P}_{3}$ |  |  |  |
| :--- | :--- | :--- | :--- |
| case | $P_{12}$ | $P_{13}$ | $P_{23}$ |
| $I_{2}$ | $(0, a, 1-a)$ | $(0, a, 1-a)$ | $(1,0,0)$ |

Table 2: Coefficient of $\Delta_{3}$.

| case | $\mathrm{P}_{11}$ | $\mathrm{P}_{22}$ | $\mathrm{P}_{33}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{II}_{1}$ | $(1,0,0)$ | $(0,1,0)$ | $(0,0,1)$ |

By combination of Tables 1 and 2, we get $V_{7}$. In this paper we will denote $V_{7}$ by $V_{a}$. Moreover, in this section we will find the fixed point of $V_{a}$,

$$
V_{a}:=\left\{\begin{array}{l}
x^{\prime}=x^{2}+2 y z  \tag{3.1}\\
y^{\prime}=y^{2}+2 a x(1-x) \\
z^{\prime}=z^{2}+2(1-a) x(1-x)
\end{array}\right.
$$

where $0 \leqslant a \leqslant 1$. This operator is an $\ell$-Volterra-QSO. Let $e_{1}, e_{2}, e_{3}$ be the vertices of the simplex $S^{2}$.
Theorem 3.1. Let $\mathrm{V}_{\mathrm{a}}: \mathrm{S}^{2} \rightarrow \mathrm{~S}^{2}$ be a $\xi^{(\mathrm{s})}$-QSO given by (3.1). Then

$$
\operatorname{Fix}\left(V_{a}\right)= \begin{cases}\left\{e_{2}, e_{3}\right\}, & \text { if } 0 \leqslant a \leqslant 1 \\ \left\{e_{1},\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)\right\}, & \text { if } a=\frac{1}{2}, \\ \left\{\left(x^{*}, y^{*}, z^{*}\right)\right\}, & \text { if } a \in\left(\frac{1}{4}, \frac{1}{2}\right) \cup\left(\frac{1}{2}, \frac{3}{4}\right)\end{cases}
$$

where $x^{*}=\frac{16 a^{2}-16 a+3}{16 a^{2}-16 a+1}, y^{*}=\frac{1-4 a}{16 a^{2}-16 a+1}$, and $z^{*}=1-x^{*}-y^{*}$.
Proof. To find the fixed points of (3.1), we should solve the following system of equations:

$$
\left\{\begin{array}{l}
x=x^{2}+2 y z  \tag{3.2}\\
y=y^{2}+2 a x(1-x) \\
z=z^{2}+2(1-a) x(1-x)
\end{array}\right.
$$

Now, we shall separately consider two cases. Namely, $a=\frac{1}{2}$ and $a \neq \frac{1}{2}$.
Let $a=\frac{1}{2}$. Then, by subtracting third equation from second equation in (3.2) we obtain $y-z=$ $y^{2}-z^{2}$. If $y \neq z$ then $y+z=1$, therefore, $x=0$. It follows that $y^{2}=y$ and $z^{2}=z$. By solving these quadratic equations we have a fixed points $\left\{e_{2}, e_{3}\right\}$. Consider now $y=z$. From the first equation of (3.2) and $x+y+z=1$ we obtain $y=\frac{1}{2}(1-x)$. Hence, $x^{2}+2\left(\frac{1-x}{2}\right)^{2}=x$. Solving the last quadratic equation obtains $x \in\left\{1, \frac{1}{3}\right\}$. Thus we obtain fixed points $\left\{e_{1},\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)\right\}$.

Assume $a \neq \frac{1}{2}$. Replacing $z$ by $1-x-y$ in equation (1) of (3.2) we can write (1) as

$$
\begin{equation*}
x^{2}+2 y-2 y x-2 y^{2}-x=0 \tag{3.3}
\end{equation*}
$$

Rewriting the second equation of (3.2) gives

$$
\begin{equation*}
y^{2}+2 a x-2 a x^{2}-y=0 \tag{3.4}
\end{equation*}
$$

By adding (3.3) to (3.4), we obtain the following equation

$$
\begin{equation*}
x((1-4 a) x+(4 a-1)-2 y)=0 \tag{3.5}
\end{equation*}
$$

The solutions of equation (3.5) are $\left\{0, \frac{2 y-4 a+1}{1-4 a}\right\}$. If $x=0$, then it follows from equation (3.3) that $y^{2}-y=0$. Therefore, $y \in\{0,1\}$. Then we have the fixed points $\left\{e_{2}, e_{3}\right\}$. If $x=\frac{2 y-4 a+1}{1-4 a}$ then $y=\frac{1}{2}(x-1)(1-4 a)$. By inserting this value in first equation of (3.2) we obtain

$$
(x-1)\left(x+\frac{1}{2}(x-1)(1-4 a)(-3+4 a)\right)=0
$$

So, $x \in\left\{1, \frac{16 a^{2}-16 a+3}{16 a^{2}-16 a+1}\right\}$. If $x=1$, then we have the fixed point $e_{1}$. If $x=x^{*}$ then one obtains point $x^{*}=\frac{16 a(a-1)+3}{16 a(a-1)+1}, y^{*}=\frac{1-4 a}{16 a(a-1)+1}$ and $z^{*}=1-x^{*}-y^{*}$. We are now in the position to find out the conditions of the parameter a that makes the last fixed point lies in the simplex. To achieve this goal, we have to use the $0<\frac{x+3}{x+1}<1$ whenever $x \in\left[\frac{1}{3}, \frac{3}{4}\right]$

Therefore, if $a \in\left[\frac{1}{3}, \frac{3}{4}\right]$, then we obtain the fixed point $\left(x^{*}, y^{*}, z^{*}\right)$. If $a=\frac{1}{3}$ one has the fixed point $e_{2}$, and if $a=\frac{1}{2}$, then we obtain the fixed point $\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$. The value of $a=\frac{3}{4}$ gives the fixed point $e_{3}$. This process completes the proof.

## 4. Global behavior of $\mathrm{V}_{\frac{1}{2}}$

In this section we will study the global behavior of $V_{a}$ when $a=\frac{1}{2}$. Moreover, let us define the following regions:

$$
\begin{aligned}
& A_{1}:=\left\{(x, y, z) \in S^{2}: 0 \leqslant x, y, z \leqslant \frac{1}{2}\right\} \\
& A_{2}:=\left\{(x, y, z) \in S^{2}: \frac{1}{2} \leqslant x<1\right\} \\
& A_{3}:=\left\{(x, y, z) \in S^{2}: \frac{1}{2} \leqslant y<1\right\} \\
& B_{1}:=\left\{(x, y, z) \in S^{2}: 0 \leqslant x, y, z \leqslant \frac{1}{2}, x \leqslant z\right\} \\
& B_{2}:=\left\{(x, y, z) \in S^{2}: 0 \leqslant x, y, z \leqslant \frac{1}{2}, \quad z \leqslant x\right\} \\
& B_{3}:=\left\{(x, y, z) \in S^{2}: 0 \leqslant x, y, z \leqslant \frac{1}{2}, \quad y \leqslant x\right\} \\
& B_{4}:=\left\{(x, y, z) \in S^{2}: 0 \leqslant x, y, z \leqslant \frac{1}{2}, \quad \frac{1}{3} \leqslant x \leqslant z\right\}, \\
& B_{5}:=\left\{(x, y, z) \in S^{2}: 0 \leqslant x, y, z \leqslant \frac{1}{2}, \quad 0 \leqslant z \leqslant x \leqslant \frac{1}{3} \leqslant y \leqslant \frac{1}{2}\right\}
\end{aligned}
$$

Proposition 4.1. The following statements hold for $\mathrm{V}_{\frac{1}{2}}$ :
(1) the region $A_{1}$ is invariant;
(2) if $x^{(0)} \notin \operatorname{Fix}\left(\mathrm{V}_{\frac{1}{2}}\right)$, and $x^{(0)} \in A_{2}$, then, $\mathrm{V}^{(n)}\left(\mathrm{x}^{(0)}\right)$ goes to $\mathrm{A}_{1} \cup A_{3}$;
(3) if $x^{(0)} \notin \operatorname{Fix}\left(\mathrm{V}_{\frac{1}{2}}\right)$, and $x^{(0)} \in A_{3}$, then, $\mathrm{V}^{(n)}\left(x^{(0)}\right)$ goes to $A_{1}$.

Proof.
(1). Let $x^{(0)}=(x, y, z) \in A_{1}$, then $0 \leqslant x, y, z \leqslant \frac{1}{2}$. We want to show that $0 \leqslant x^{\prime}, y^{\prime}, z^{\prime} \leqslant \frac{1}{2}$. To achieve this objective, we can easily show that $-1 \leqslant 3 x-1 \leqslant \frac{1}{2}$ by squaring the last inequality, we obtain $0 \leqslant$ $(3 x-1)^{2} \leqslant 1$. Given $(y-z)^{2} \geqslant 0$, it follows that $(3 x-1)^{2}-3(y-z)^{2} \leqslant 1$. Thus, $9 x^{2}-6 x+1-3(y-z)^{2} \leqslant 1$. Adding 2 for both sides and dividing the resulting inequality by 3 , one finds that

$$
3 x^{2}-2 x+1-(y-z)^{2} \leqslant 1
$$

Therefore,

$$
2 x^{2}+(1-x)^{2}-(y-z)^{2} \leqslant 1
$$

Replacing $(1-x)$ by $(y+z)$, we have

$$
2 x^{2}+(y+z)^{2}-(y-z)^{2} \leqslant 1
$$

then $2 x^{2}+4 y z \leqslant 1$, which implies that

$$
x^{\prime}=x^{(2)}+2 y z \leqslant \frac{1}{2}
$$

Now, let us prove that if $0 \leqslant y \leqslant \frac{1}{2}$ then $0 \leqslant y^{\prime} \leqslant \frac{1}{2}$.
Consider $y^{\prime}=y^{2}+x-x^{2}$. Given that $0 \leqslant y \leqslant \frac{1}{2}, 0 \leqslant y^{2} \leqslant \frac{1}{4}$, the following is obtained:

$$
0 \leqslant x-x^{2} \leqslant \frac{1}{4}
$$

Therefore,

$$
0 \leqslant y^{\prime}=y^{2}+x-x^{2} \leqslant \frac{1}{2}
$$

Hence, $0 \leqslant y^{\prime} \leqslant \frac{1}{2}$.
Performing the same process for $z^{\prime}$ we have $0 \leqslant z^{\prime} \leqslant \frac{1}{2}$, thus, $A_{1}$ is an invariant region.
(2). By contrast, suppose that $A_{2}$ is invariant, which means that if $\frac{1}{2} \leqslant x \leqslant 1$, then $\frac{1}{2} \leqslant x^{(n)} \leqslant 1$. However,

$$
x^{\prime}=x^{2}+2 y z \leqslant x^{2}+2 x z=x(x+2 z)
$$

then $\frac{x^{\prime}}{x} \leqslant 1$. Therefore, $x^{(n)}$ decreasing sequence and bounded. Then $x^{(n)}$ converges and should go to a fixed point which means $\frac{1}{2} \leqslant x^{(\mathfrak{n})} \leqslant 1$. However, this region does not have any fixed point, which contradicts our assumption. Hence, there is $n_{k} \in \mathbb{N}$ such that $\chi^{\left(n_{k}\right)}$ goes to the invariant region $A_{1} \cup A_{3}$, and never come back to $A_{2}$.
(3). This is proved by using the same process that was used to prove (2). Suppose that $A_{3}$ is invariant. Then, it follows that if $\frac{1}{2} \leqslant y \leqslant 1$. Then $\frac{1}{2} \leqslant y^{\prime} \leqslant 1$. It is easy to see that $y>x$, then one can easily check that the sequence $\left\{y^{(n)}\right\}$ is decreasing and bounded. Hence, $\left\{y^{(n)}\right\}$ will go to a fixed point, but no fixed point has this property in this region. Therefore, in both cases there is $n_{k} \in \mathbb{N}$ such that $\chi^{\left(n_{k}\right)}$ tends to the invariant region $A_{1}$, and this finding is precisely the assertion of the proposition.

Proposition 4.2. The following statements hold true for $\mathrm{V}_{\frac{1}{2}}$ :
(i) if $\chi^{(0)} \in B_{1}$, then there exists $n_{k} \in \mathbb{N}$ such that $\mathrm{V}^{\left(n_{k}\right)}(x) \in \mathrm{B}_{2}$. Moreover, $\mathrm{B}_{2}$ is invariant;
(ii) if $\chi^{(0)} \in B_{3}$, then there exists $n_{k} \in \mathbb{N}$ such that $V^{\left(n_{k}\right)}(x) \in B_{4}$. Moreover, $B_{4} \cup B_{5}$ is invariant;
(iii) if $x^{(0)} \in B_{4}$, then there exists $n_{k} \in \mathbb{N}$ such that $V^{\left(n_{k}\right)}(x) \in B_{5}$;
(iv) $\mathrm{B}_{5}$ is invariant.

Proof.
(i). By contrast, suppose that $B_{1}$ is invariant, which means that if $x \leqslant z$ then $x^{(n)} \leqslant z^{(n)}$. However,

$$
y^{2}-y+x-x^{2} \leqslant 0
$$

Therefore, the sequence $\left\{y^{(\mathfrak{n})}\right\}$ is decreasing and bounded. Thus, it should go to fixed point, but $\frac{1}{3} \leqslant$ $y^{(n)} \leqslant \frac{1}{2}$. Hence, $y^{(n)} \rightarrow \frac{1}{3}$. Moreover, from Proposition 4.1, we have $y^{(n)}-z^{(n)}$ is decreasing sequence and bounded, then it will go to a fixed point. Therefore $y^{(\mathfrak{n})}-z^{(\mathfrak{n})} \rightarrow \frac{1}{3}$. Hence, $z^{(\mathfrak{n})} \rightarrow 0$, which implies
that $x^{(n)} \rightarrow \frac{2}{3}$. But $\left(\frac{2}{3}, \frac{1}{3}, 0\right)$ is not a fixed point, which follows that $n_{k}$ exists, such that $V^{\left(n_{k}\right)}(x)$ goes to $\mathrm{B}_{2} \cup \mathrm{~B}_{3} \subset \mathrm{~B}_{2}$.

Now, let us consider $x^{\prime}-z^{\prime}=x^{2}+2 y z-z^{2}-x+x^{2}$ and $x^{\prime}-z^{\prime}=2 x^{2}+2 y z-z^{2}-x$. One can easily check that the minimum value of $x^{\prime}-z^{\prime}$ occurs when $x^{(0)}=\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$, and the minimum value is zero. Therefore $x^{\prime}>z^{\prime}$ whenever $x>z$. Thus, $\mathrm{B}_{2}$ is invariant.
(ii). Suppose the assertion is false. Then $B_{3}$ is invariant, and it follows that

$$
0 \leqslant z^{(n)} \leqslant y^{(n)} \leqslant x^{(n)} \leqslant \frac{1}{2}
$$

Clearly, the sequence $\left\{z^{(n)}\right\}$ is decreasing and bounded in this region. Hence, the sequence is convergent and goes to a fixed point. However, no fixed point has this property in this region, which contradicts our expected findings. Therefore, there exists $n_{k} \in \mathbb{N}$ such that $V^{\left(n_{k}\right)}(x) \rightarrow B_{4}$. Now, we are going to show that $B_{4} \cup B_{5}$ is invariant. It follows from finding the minimum value of $f(x, y)=y^{\prime}-x^{\prime}=$ $y^{2}+x-x^{2}-x^{2}-2 y(1-x-y)$ on $B_{4} \cup B_{5}$ that the minimum value of $f$ is zero. Hence $y^{(n)}>x^{(n)}$, and $\mathrm{B}_{4} \cup \mathrm{~B}_{5}$ is invariant.
(iii). Suppose contrary to our claim that $B_{4}$ is invariant then $x^{(n)} \geqslant \frac{1}{2}$ for all $n \in \mathbb{N}$. Thus, the sequence $\left\{z^{(n)}\right\}$ is decreasing and bounded, therefore, it is convergent and goes to fixed point 0 . Clearly, the sequence $\left\{y^{(n)}\right\}$ is a bounded and increasing sequence. Hence, $y^{(n)} \rightarrow \frac{1}{3}$, which means that $x^{(n)} \rightarrow \frac{2}{3}$ but $\left(\frac{2}{3}, \frac{1}{3}, 0\right)$ is not a fixed point. Thus, $n_{k} \in N$ exists such that $V^{\left(n_{k}\right)}(x)$ goes to $B_{5}$.
(iv). Let $x \leqslant \frac{1}{3}$. Then, $x^{\prime}=x^{2}+2 y z$ has a maximum value when $x^{(0)}=\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$. Therefore, $x^{\prime} \leqslant \frac{1}{3}$, it follows that $x \leqslant \frac{1}{3}$. Thus, $x^{(n)} \leqslant \frac{1}{3}$. Using $x \geqslant z$ we have $x^{(n)} \geqslant z^{(n)} \geqslant 0$ because $y^{(n)}+x^{(n)}+z^{(n)}=1$, then we obtain $y^{(n)} \geqslant \frac{1}{3} \geqslant x^{(n)}$ and we conclude that $B_{5}$ is invariant, this completes the proof.

Theorem 4.3. Let $x^{(0)}=(x, y, z) \notin \operatorname{Fix}\left(V_{\frac{1}{2}}\right)$, then $\omega_{V_{\frac{1}{2}}}\left(x^{(0)}\right)=\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$.
Proof. From Propositions 4.1 and 4.2, we only need to study the behavior of $V_{\frac{1}{2}}$ over $B_{5}$. We know that $y^{\prime}=y^{2}+x(1-x)$. Then, we obtain $y^{\prime} \leqslant y(y+2 x)$. Therefore, the sequence $\left\{y{ }^{(n)}\right\}$ is bounded and decreasing; thus it should go to a fixed point. Hence, we have $y^{(n)} \rightarrow \frac{1}{3}$. However, the sequence $\left|y^{(n)}-z^{(n)}\right| \rightarrow 0$. Hence, $z^{(n)} \rightarrow \frac{1}{3}$. Using $x^{(n)}=1-y^{(n)}-z^{(n)}$ we obtain $x^{(n)} \rightarrow \frac{1}{3}$, which is the desired conclusion.

## 5. Local behavior of $V_{a}$

In this section, we will study the local behavior of $V_{a}$ around each fixed point through linearization around each fixed point of $V_{a}$ where $0<a<1$.

Following [3], suppose that the dynamical system has a fixed point $\bar{x}=\left(x^{*}, y^{*}, z^{*}\right)$, namely, there exists $\bar{x} \in S^{2}$ such that $\bar{x}=\phi(\bar{x})$. A Taylor expansion of $x_{i t+1}=\phi\left(x_{t}\right)$ around the fixed point $\bar{x}$, obtains

$$
x_{i t+1}=\phi^{i}\left(x_{t}\right)=\phi^{i}(\bar{x})+\sum_{j=1}^{n} \phi_{j}^{i}(\bar{x})\left(x_{j} t-\overline{x_{j}}\right)+\cdots+R_{n}
$$

where $\phi_{j}^{\mathfrak{i}}(\bar{x})$ is the partial derivatives of the function $\phi^{i}\left(x_{t}\right)$ with respect to $x_{j t}$ evaluated at $\bar{x}$, i.e, $\phi_{j}^{i}(\bar{x})=$ $\frac{\partial \phi^{i}\left(x_{t}\right)}{\partial x_{i t}}$. Thus, the linearized equation around the fixed point $\bar{\chi}$ is given by

$$
x_{i t+1}=\phi_{1}^{i}(\bar{x}) x_{1 t}+\phi_{2}^{i}(\bar{x}) x_{2 t}+\cdots+\phi_{n}^{i}(\bar{x}) x_{n t}+\phi^{i}(\bar{x})-\sum_{j=1}^{n} \phi_{j}^{i}(\bar{x}) \overline{x_{j}}
$$

The linearized system, is therefore:

$$
\left[\begin{array}{c}
x_{1 t+1} \\
x_{2 t+1} \\
\vdots \\
x_{n t+1}
\end{array}\right]=\left[\begin{array}{cccc}
\phi_{1}^{1}(\bar{x}) & \phi_{2}^{1}(\bar{x}) & \cdots & \phi_{n}^{1}(\bar{x}) \\
\phi_{1}^{2}(\bar{x}) & \phi_{2}^{2}(\bar{x}) & \cdots & \phi_{n}^{2}(\bar{x}) \\
\vdots & & & \\
\phi_{1}^{n}(\bar{x}) & \phi_{2}^{n}(\bar{x}) & \cdots & \phi_{n}^{n}(\bar{x})
\end{array}\right]\left[\begin{array}{c}
x_{1 t} \\
x_{2 t} \\
\vdots \\
x_{n t}
\end{array}\right]+\left[\begin{array}{c}
\phi^{1}(\bar{x})-\sum_{j=1}^{n} \phi_{j}^{1}(\bar{x}) \bar{x}_{j} \\
\phi^{2}(\bar{x})-\sum_{j=1}^{n} \phi_{j}^{2}(\bar{x}) \overline{x_{j}} \\
\vdots \\
\phi^{n}(\bar{x})-\sum_{j=1}^{n} \phi_{j}^{n}(\bar{x}) \overline{x_{j}}
\end{array}\right] .
$$

Thus, the nonlinear system has been approximated locally by a linear system

$$
x_{t+1}=A x_{t}+B,
$$

where

$$
A \equiv\left[\begin{array}{ccc}
\phi_{1}^{1}(\bar{x}) & \cdots & \phi_{n}^{1}(\bar{x}) \\
\phi_{1}^{2}(\bar{x}) & \cdots & \phi_{n}^{2}(\bar{x}) \\
\vdots & \ddots & \\
\phi_{1}^{n}(\bar{x}) & \cdots & \phi_{n}^{n}(\bar{x})
\end{array}\right] \equiv D \phi(\bar{x})
$$

is the Jacobian matrix of $\phi\left(x_{t}\right)$ evaluated at $\bar{x}$, and

$$
B \equiv\left[\begin{array}{c}
\phi^{1}(\bar{x})-\sum_{j=1}^{n} \phi_{j}^{1}(\bar{x}) \bar{x}_{j} \\
\left.\phi^{2}(\bar{x})-\sum_{j=1}^{n} \phi_{j}^{2} \bar{x}\right) \bar{x}_{j} \\
\vdots \\
\phi^{n}(\bar{x})-\sum_{j=1}^{n} \phi_{j}^{n}(\bar{x}) \bar{x}_{j}
\end{array}\right] .
$$

Theorem 5.1. Let $\mathrm{V}_{\mathrm{a}}: S^{2} \rightarrow S^{2}$ be a $\xi^{(s)}$-QSO given by (3.2). Then the following statements hold true.
(i) The local behavior of $\mathrm{V}_{\mathrm{a}}$ is stable around the following fixed points

$$
\begin{cases}\left(\frac{1}{3} \frac{1}{3}, \frac{1}{3}\right) & : a=\frac{1}{2}, \\ \left(x^{*}, y^{*}, z^{*}\right) & : a \in\left(\frac{1}{4}, \frac{1}{2}\right) \cup\left(\frac{1}{2}, \frac{3}{4}\right), \\ \left\{e_{3}\right\} & : a \in\left(0, \frac{1}{4}\right], \\ \left\{e_{2}\right\} & : a \in\left[\frac{3}{4}, 1\right)\end{cases}
$$

(ii) If $\mathrm{a}=\frac{1}{2}$, then, the local behavior $\mathrm{V}_{\mathrm{a}}$ is unstable around $\left\{\mathrm{e}_{1}, e_{2}, \mathrm{e}_{3}\right\}$.
(iii) If $\mathrm{a} \in\left(0, \frac{1}{4}\right)$, then, the local behavior $\mathrm{V}_{\mathrm{a}}$ is unstable around $\left\{\mathrm{e}_{2}\right\}$.
(iv) If $a \in\left(\frac{3}{4}, 1\right)$, then, the local behavior $V_{a}$ is unstable around $\left\{e_{3}\right\}$.

Proof.
(i). Let $a=\frac{1}{2}$. Then, we linearize $V_{a}$ around the fixed points when $a=\frac{1}{2}$. Thus the linearization of $V_{\frac{1}{2}}$ around the fixed point $\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$ has the following form:

$$
\left\{\begin{array}{l}
x^{\prime}=\frac{2}{3} x+\frac{2}{3} y+\frac{2}{3} z-\frac{1}{3},  \tag{5.1}\\
y^{\prime}=\frac{1}{3} x+\frac{2}{3} y, \\
z^{\prime}=\frac{1}{3} x+\frac{2}{3} z .
\end{array}\right.
$$

We can rewrite first equation of system (5.1) as $\frac{2}{3}(x+y+z)-\frac{1}{3}=\frac{1}{3}$. It follows that $x^{(n)}$ goes to $\frac{1}{3}$. Therefore, by induction of equation (2) in (5.1) we obtain $y^{(n)}=\left(\frac{2}{3}\right)^{n} y+\frac{1}{9} \sum_{k=1}^{n}\left(\frac{2}{3}\right)^{k-1}$. Thus, the limit of the last expression is taking into account that the sum of convergent geometric series is $\frac{1}{3}$. Hence $\lim _{n \rightarrow \infty} y^{(n)}=\frac{1}{3}$. Consequently, $z^{(n)}=1-x^{(n)}+y^{(n)}=\frac{1}{3}$. Hence, $\mathrm{V}_{\frac{1}{2}}$ is stable around $\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$.

Moreover, let $a \in\left(\frac{1}{4}, \frac{1}{2}\right) \cup\left(\frac{1}{2}, \frac{3}{4}\right)$. Then, we can rewrite the linearization of $V_{a}$ around $\left(x^{*}, y^{*}, z^{*}\right)$ as follows:

$$
\left\{\begin{array}{l}
x^{\prime}=\left(2 x^{*}-2 y^{*}\right) x+\left(2 z^{*}-2 y^{*}\right) y+2 y^{*}+x^{*}-2\left(x^{*}\right)^{2}-4 y^{*} x^{*}, \\
y^{\prime}=2 a\left(1-2 x^{*}\right) x+2 y^{*} y+y^{*}-2 a\left(1-2 x^{*}\right)-2\left(y^{*}\right)^{2} .
\end{array}\right.
$$

Let us define the following matrix

$$
\tilde{A}=\left(\begin{array}{cc}
2 x^{*}-2 y^{*} & 2 z^{*}-2 y^{*} \\
2 a\left(1-2 x^{*}\right) & 2 y^{*}
\end{array}\right)
$$

by using $\tilde{A}=Q D Q^{-1}$ where $D$ is a diagonal matrix given as follows:

$$
\tilde{A}=\left(\begin{array}{cc}
f(a) & 0 \\
0 & g(a)
\end{array}\right)
$$

where $f(a)=\frac{16 a^{2}-16 a+3+\sqrt{1+64 a-320 a^{2}+512 a^{3}-256 a^{4}}}{16 a^{2}-16 a+1}$ and $g(a)=\frac{-3+16 a-16 a^{2}+\sqrt{1+64 a-320 a^{2}+512 a^{3}-256 a^{4}}}{16 a^{2}-16 a+1}$. One can easily check $0<|\mathrm{f}(\mathrm{a})|<1$ and $0<|\mathrm{g}(\mathrm{a})|<1$. However,

$$
x^{(\mathfrak{n})}=\mathrm{QD}^{n} \mathrm{Q}^{-1}(\mathrm{x}-\overline{\mathrm{x}})+\overline{\mathrm{x}} .
$$

Then, $\lim _{n \rightarrow \infty} x^{(n)}=\bar{x}$ where $\bar{x}=\left(x^{*}, y^{*}, z^{*}\right)$. Therefore, $V_{a}$ is stable around $\left(x^{*}, y^{*}, z^{*}\right)$.
We now look at the stability of $V_{a}$ around $e_{2}$ and $e_{3} . V_{a}$ is linearized around $e_{3}$. Then we have

$$
\left\{\begin{array}{l}
x^{\prime}=2 y  \tag{5.2}\\
y^{\prime}=2 a x \\
z^{\prime}=2(1-a) x+2 z-1
\end{array}\right.
$$

After induction of the first equation of (5.2), we obtain the sub-sequences $x^{(2 n)}=(4 a)^{n} x, x^{(2 n+1)}=$ $(4 a)^{n} 2 y, y^{(2 n)}=(4 a)^{n} y$ and $y^{(2 n-1)}=(4 a)^{n} \frac{x}{2}$. It is easy to see that the sequences are convergent when $a \in\left(0, \frac{1}{4}\right]$ and go to zero, so, in general $x^{n}, y^{n}$ converge to zero, therefore, $z^{n}$ converges to one. Hence, the behavior of $V_{a}$ around $e_{3}$ is stable when $a \in\left(0, \frac{1}{4}\right]$. Finally, the linearization of $V_{a}$ around $e_{2}$ has the following form:

$$
\left\{\begin{array}{l}
x^{\prime}=2 z  \tag{5.3}\\
y^{\prime}=2 a x+2 y-1 \\
z^{\prime}=2(1-a) x .
\end{array}\right.
$$

From the induction of the first and third equations of the system (5.3) we obtain the following subsequences: $x^{(2 n)}=2^{(2 n)}(1-a)^{n} x, x^{(2 n+1)}=2^{(2 n+1)}(1-a)^{n} z, z^{(2 n)}=2^{(2 n)}(1-a) z$ and $z^{(2 n-1)}=$ $2^{(2 n-1)}(1-a) x$. One can easily show that if $a \in\left[\frac{3}{4}, 1\right)$, then the sequences $x^{n}, z^{n}$ are convergent and go to zero. Therefore, the sequence $z^{n}$ is convergent and goes to one.

The sequences are clearly divergent when $a \in\left(\frac{1}{4}, \frac{1}{2}\right) \cup\left(\frac{1}{2}, \frac{3}{4}\right)$. Hence, the behavior of $V_{a}$ around $e_{3}$ is unstable when $a \in\left(\frac{1}{4}, \frac{1}{2}\right) \cup\left(\frac{1}{2}, \frac{3}{4}\right)$.
(ii). Now, let us look at the stability of $V_{\frac{1}{2}}$ around $e_{1}$. The linearization of $V_{\frac{1}{2}}$ takes the following form

$$
\left\{\begin{array}{l}
x^{\prime}=2 x-1  \tag{5.4}\\
y^{\prime}=-x+1 \\
z^{\prime}=-x+1
\end{array}\right.
$$

On the basis of second and third equations of system (5.4), we obtain $z^{(n)}=y^{(n)}=2^{n-1}(1-x)$, which is a divergent sequence. Therefore, $\mathrm{V}_{\frac{1}{2}}$ is unstable around $e_{1}$. We now study the local behavior of $\mathrm{V}_{\frac{1}{2}}$ around $e_{2}$. The linearization of $V_{\frac{1}{2}}$ around $e_{2}$ is

$$
\left\{\begin{array}{l}
x^{\prime}=2 x-1 \\
y^{\prime}=-x+1 \\
z^{\prime}=-x+1
\end{array}\right.
$$

Here, we consider two subsequences $x^{(2 n)}=2^{n} x$ and $x^{(2 n-1)}=2^{n} x$, which are both divergent. Thus, $V_{\frac{1}{2}}$ is unstable around $e_{2}$. In the same manner, we can see that $V_{\frac{1}{2}}$ is unstable around $e_{3}$.
(iii). From proof of (i), we can easily see that the induction of linearization around $e_{2}$ gives the following subsequences: $x^{(2 n)}=2^{(2 n)}(1-a)^{n} x, x^{(2 n+1)}=2^{(2 n+1)}(1-a)^{n} z, z^{(2 n)}=2^{(2 n)}(1-a) z$, and $z^{(2 n-1)}=$ $2^{(2 n-1)}(1-a) x$. Clearly if $a \in\left(0, \frac{1}{4}\right)$, then $x^{n}$ and $z^{n}$ are divergent. Hence, the local behavior of $V_{a}$ is unstable around $e_{2}$.
(iv). From proof of (i), we can easily see that the induction of linearization around $e_{3}$ gives the following subsequences: $x^{(2 n)}=(4 a)^{n} x, x^{(2 n+1)}=(4 a)^{n} 2 y, y^{(2 n)}=(4 a)^{n} y$ and $y^{(2 n-1)}=(4 a)^{n} \frac{x}{2}$. Clearly if $a \in\left(\frac{3}{4}, 1\right)$, then $x^{n}$ and $y^{n}$ are divergent. Hence, the local behavior of $V_{a}$ is unstable around $e_{3}$.
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