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Abstract

A generalized forward-backward method for solving split equality quasi inclusion problems of accretive operators in
Banach spaces is studied. Some strong convergence theorems for the sequences generalized by the algorithm to a solution
of quasi inclusion problems of accretive operators are proved under certain assumptions. The results presented in this paper
are new which extend and improve the corresponding results announced in the recent literatures. At the end of the paper
some applications to monotone variational inequalities, convex minimization problem, and convexly constrained linear inverse
problem are presented. c©2017 All rights reserved.
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1. Introduction

The quasi inclusion problem for monotone and the maximal monotone mappings in the setting of
Hilbert space has been considered by many authors (see, for example [3, 4, 6, 7, 10, 11, 17]). This problem
includes, as special cases, convex programming, variational inequalities, split feasibility problem, and
minimization problem. To be more precise, some concrete problems in machine learning, image process-
ing and linear inverse problem can be modeled mathematically as this form [1, 7, 8]. A classical method
for solving this problem is the forward-backward splitting method [3, 7, 10, 21]. In fact, this method includes,
in particular, the proximal point algorithm [3, 8, 12, 17] and the gradient method [10].

Attempt to introduce and consider the quasi inclusion problem, common null point problem and
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others relative problems in the setting of Banach spaces have recently been made. In 2012, López et al.
[11], and Cholamjiak [4] introduced and studied the quasi inclusion problem for accretive and the m-
accretive mappings in Banach spaces. By using the Halpern-type forward-backward method and under
some appropriate conditions they proved that the sequence generated by the algorithm converges strongly
to a solution of the quasi inclusion problem. In 2015, Takahashi [19] introduced and studied the common
null point problem in Banach spaces. Also in 2016, Chang et al. [2] introduced and studied the split
equality variational inclusion problems in the setting of Banach spaces.

Motivated by the above works and related literatures, the purpose of this paper is to introduce and
study the so-called split equality quasi inclusion problems for accretive and the m-accretive mappings in Banach
spaces. For solving this split quasi inclusion problem, we introduce and study a generalized forward-
backward method in the framework of Banach spaces. The strong convergence theorems of the sequences
generalized by the algorithm to a solution of the quasi inclusion problem are proved under certain as-
sumptions. The results presented in this paper seem to be the first outside Hilbert space which extend
and improve the main results of Chen and Rockafellar [3], Cholamjiak [4], Lions and Mercier [10], López
et al. [11], Moudafi [15] and Takahashi et al. [20]. At the end of the paper, some applications to monotone
variational inequalities, convex minimization problem and convexly constrained linear inverse problem
are presented also.

2. Preliminaries

In this section we shall recall some notions and results which will be needed in proving our main
results.

Let E1,E2 and F be three real Banach spaces, Gi : Ei → Ei, i = 1, 2 be nonlinear mappings, Ki : Ei ⇒
Ei, i = 1, 2 be set-valued mappings, and A : E1 → F and B : E2 → F be two linear bounded operators. The
so-called split equality quasi inclusion problem in Banach spaces is to find x∗ ∈ E1, y∗ ∈ E2 such that{

0 ∈ G1x
∗ +K1x

∗,
0 ∈ G2y

∗ +K2y
∗,

Ax∗ = By∗. (2.1)

Special cases:
(I) In (2.1), if F = E2 and B = I (identity mapping on F), then the problem (2.1) is equivalent to the
following problem: find x∗ ∈ E1 such that{

0 ∈ G1x
∗ +K1x

∗,
0 ∈ G2(Ax

∗) +K2(Ax
∗),

(2.2)

which is called split quasi inclusion problem. This kind of problems has been considered by Chang et al.
[2] recently. And it was also considered by Moudafi [13–15] in Hilbert spaces. This problem can be used
in various disciplines such as game theory, image restoration, computer tomograph radiation therapy
treatment planning, and decomposition methods for PDEs.

(II) In (2.1), if F = E1 = E2, G1 = G2, K1 = K2 and A = B = I (identity mapping on F), then the problem
(2.1) is equivalent to the following quasi inclusion problem: find x∗ ∈ F such that

0 ∈ Gx∗ +Kx∗. (2.3)

This problem has been considered by many authors (see, for example [3, 4, 6, 7, 10, 11, 17]). Some concrete
problems in machine learning such as convex programming, variational inequalities, minimization prob-
lem, image processing, and linear inverse problem can be modeled mathematically as this form [1, 7, 8].
The following provides some examples of problem (2.3).

Example 2.1. A stationary solution to the initial value problem of the evolution equation

0 ∈ ∂u
∂t

+ Fu, u(0) = u0

can be rewritten as (2.3) when the governing maximal monotone F is of the form F = G+K.
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Example 2.2. In optimization, it often needs to solve a minimization problem of the form

min
x∈H

{f(x) + g(Tx)}, (2.4)

where H is a real Hilbert space, and f,g are proper lower semicontinuous and convex functions from H

to ] −∞,∞] and T is a bounded linear operator on H.

Indeed, (2.4) is equivalent to (2.3) if f and g ◦ T have a common point of continuity with G := ∂f

and K := T∗ ◦ ∂g ◦ T . Here T∗ is the adjoint of T and ∂f is the subdifferential operator of f. It is known
[1, 7, 12, 17, 18] that the minimization problem (2.4) is widely used in image recovery, signal processing,
and machine learning.

Example 2.3. If K = ∂φ : H ⇒ H is a set-valued mapping, where φ : H → (−∞,∞] is a proper convex
and lower semicontinuous function, and ∂φ is the subdifferential of φ, then problem (2.3) is equivalent to
find x∗ ∈ H such that

〈Gx∗, v− x∗〉+φ(v) −φ(x∗) > 0, ∀v ∈ H, (2.5)

which is said to be the mixed quasi-variational inequality.

Example 2.4. In Example 2.3, if φ is the indicator function of C, i.e.,

φ(x) =

{
0, if x ∈ C,
+∞, if x 6∈ C,

then problem (2.5) is equivalent to the classical variational inequality problem, denoted by VI(C;G), i.e.,
to find x∗ ∈ C such that

〈Gx∗, v− x∗〉 > 0, ∀v ∈ C. (2.6)

It is easy to see that the problem (2.6) is equivalent to find a point x∗ ∈ C such that

0 ∈ (G+K)x∗, (2.7)

where K is the subdifferential of the indicator of C.

In the sequel, we always denote by Fix(T) the set of fixed points of a mapping T and denote by xn → x∗

and xn ⇀ x∗ the strong convergence and weak convergence of the sequence {xn} to x∗, respectively.
In what follows we always assume that X is a uniformly convex and q-uniformly smooth Banach space

for some q ∈]1, 2] (for definitions and properties, see, for example [5]) and X∗ is the dual space of X.
Recall that the generalized duality mapping Jq : X⇒ X∗ is defined by

Jq(x) = {jq(x) ∈ X∗ : 〈jq(x), x〉 = ||x|| · ||jq(x)||, ||jq(x)|| = ||x||q−1}.

Especially, if q = 2, then the generalized duality mapping Jq is called normalized duality mapping and
denoted by JX.

Lemma 2.5. If X is a q-uniformly smooth Banach space, q ∈]1, 2], then the following conclusions hold:

(1) for any x,y ∈ X [3],

||x+ y||q 6 ||x||q + q〈y, jq(x+ y)〉, jq(x+ y) ∈ Jq(x+ y);

(2) there exists a constant κq > 0 such that [22]

||x+ y||q 6 ||x||q + q〈y, jq(x)〉+ κq||y||q, x,y ∈ X. (2.8)

The best constant κq satisfying (2.8) will be called the q-uniform smoothness coefficient of X.
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Lemma 2.6 ([22]). Let X be a uniformly convex Banach space. For any given number r > 0, there exists a
continuous strictly increasing function g : [0,∞[→ [0,∞[, g(0) = 0 such that

||tx+ (1 − t)y||2 6 t||x||2 + (1 − t)||y||2 − t(1 − t)g(||x− y||)

for all x,y ∈ X with ||x|| 6 r, ||y|| 6 r, and t ∈ [0, 1].

Proposition 2.7 ([5]). Let 1 < q 6 2. Then the following conclusions hold:

(1) a Banach space X is smooth if and only if the duality mapping Jq is single-valued;
(2) a Banach space X is uniformly smooth if and only if the duality mapping Jq is single-valued and norm-to-norm

uniformly continuous on bounded sets of X.

Recall that a set-valued operator K : X ⇒ X with the domain D(K) and the range R(K) is said to be
accretive if, for each x,y ∈ D(K), there exists j(x− y) ∈ J(x− y) such that

〈u− v, j(x− y)〉 > 0, ∀u ∈ Kx and v ∈ Ky.

An accretive operator K is said to be m-accretive if the range R(I+ λK) = X, for all λ > 0.
For α > 0 and q ∈]1, 2], we say that an accretive operator G is α-inverse strongly accretive (shortly, α-isa)

of order q, if for each x,y ∈ D(G), there exists jq(x− y) ∈ Jq(x− y) such that

〈u− v, jq(x− y)〉 > α||u− v||q, ∀u ∈ Gx and v ∈ Gy.

It is easy to prove that the following conclusion holds.

Lemma 2.8. For any r > 0, if
Sr := J

K
r (I− rG) = (I+ rK)−1(I− rG),

then Fix(Sr) = (G+K)−1(0).

Lemma 2.9 ([11, Lemma 3.3]). Let X be a uniformly convex and q-uniformly smooth Banach space with q ∈]1, 2].
Assume that G is a single-valued α-isa of order q on X. Then, for any r > 0, there exists a continuous, strictly
increasing, and convex function φq : R+ → R+ with φq(0) = 0 such that for all x,y ∈ Br,

||Srx− Sry||
q 6 ||x− y||q − r(αq− rq−1κq)||Gx−Gy||

q

−φq(||(I− J
K
r )(I− rG)x− (I− JKr )(I− rG)y||),

(2.9)

where κq is the q-uniform smoothness coefficient of X.

Remark 2.10. It follows from (2.9) that if 0 < r 6 (αqκq )
1
q−1 , then Sr is a nonexpansive mapping.

3. Main results

We are now in a position to give the following main results.

Theorem 3.1. Let E1, E2 be real uniformly convex and 2-uniformly smooth Banach spaces with the best smoothness
constant k ∈]0, 1] and F be a real Banach space. Let Gi : Ei → Ei, i = 1, 2 be α-isa of order 2 and Ki : Ei ⇒
Ei, i = 1, 2 be set-valued m-accretive mappings, and A : E1 → F and B : E2 → F be two linear bounded operators.
For any (x0,y0) ∈ E1 × E2, the sequence {(xn,yn)} is generated by

un = JK1
r (I− rG1)(xn − γJ−1

E1
A∗JF(Axn −Byn)),

vn = JK2
r (I− rG2)(yn + γJ−1

E2
B∗JF(Axn −Byn)),

xn+1 = (1 −βn)un +βn(xn − γJ−1
E1
A∗JF(Axn −Byn)),

yn+1 = (1 −βn)vn +βn(yn + γJ−1
E2
B∗JF(Axn −Byn)),

∀n > 1. (3.1)
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where JKir := (I+ rKi)
−1, i = 1, 2 is the resolvent operator of mapping Ki, JEi , i = 1, 2 and JF are the normalized

duality mapping of Ei, i = 1, 2 and F, respectively, and A∗ and B∗ are the adjoints of A and B, respectively. If

Γ := {(x,y) ∈ Fix(JK1
r (I− rG1))× Fix(JK2

r (I− rG2)), Ax = By} 6= ∅

and the following conditions are satisfied:

(i) 0 < γ < 1
L , where L = max{||A∗A||, ||B∗B||};

(ii) 0 < r 6 2α
k ;

(iii) {βn} is the sequence in ]0, 1[ with lim infβn(1 −βn) > 0,

then the sequence {(xn,yn)} converges strongly to a solution (x∗,y∗) of split equality quasi inclusion problem (2.1).

Proof. For the sake of convenience, put
S1 = JK1

r (I− rG1), S2 = JK2
r (I− rG2),

tn = xn − γJ−1
E1
A∗JF(Axn −Byn),

zn = yn + γJ−1
E2
B∗JF(Axn −Byn),

L = max{λA; λB},

∀n > 1.

Then Γ := {(x,y) ∈ Fix(S1)× Fix(S2),Ax = By} 6= ∅, and (3.1) can be written as
un = JK1

r (I− rG1)tn = S1tn,

vn = JK2
r (I− rG2)zn = S2zn,

xn+1 = (1 −βn)un +βntn = (1 −βn)S1tn +βntn,
yn+1 = (1 −βn)vn +βnzn = (1 −βn)S2zn +βnzn,

∀n > 1.

Observe that by condition (ii) and Lemma 2.9, Si : Ei → Ei, i = 1, 2 are nonexpansive mappings.

1. First we prove that the sequences {xn}, {yn}, {un}, {vn}, {tn}, {zn} all are bounded.
Taking (x,y) ∈ Γ , then x ∈ Fix(S1), y ∈ Fix(S2) and Ax = By. Hence we have

||xn+1 − x|| = ||(1 −βn)(un − x) +βn(tn − x)||

6 (1 −βn)||un − x||+βn||tn − x||

= (1 −βn)||S1tn − S1x||+βn||tn − x||

6 (1 −βn)||tn − x||+βn||tn − x||

= ||tn − x||.

(3.2)

Also it follows from Lemma 2.5 (2) that

||tn − x||2 = ||γJ−1
E1
A∗JF(Axn −Byn) + (x− xn)||

2

6 ||γJ−1
E1
A∗JF(Axn −Byn)||

2 + 2γ〈x− xn, JE1J
−1
E1
A∗JF(Axn −Byn)〉+ k||x− xn||2

6 γ2L||Axn −Byn||
2 + 2γ〈Ax−Axn, JF(Axn −Byn)〉+ k||x− xn||2.

(3.3)

Substituting (3.3) into (3.2), we have

||xn+1 − x||
2 6 γ2L||Axn −Byn||

2 + 2γ〈Ax−Axn, JF(Axn −Byn)〉+ k||x− xn||2. (3.4)

Similarly we also have

||yn+1 − y||
2 6 γ2L||Axn −Byn||

2 + 2γ〈Byn −By, JF(Axn −Byn)〉+ k||y− yn||2. (3.5)
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Adding up (3.4) and (3.5) and noting that Ax = By, we have

||xn+1 − x||
2 + ||yn+1 − y||

2 6 2γ2L||Axn −Byn||
2 − 2γ〈(Axn −Byn), JF(Axn −Byn)〉

+ k(||x− xn||
2 + ||y− yn||

2).

Letting Wn(x,y) = ||x− xn||
2 + ||y− yn||

2, and noting γ < 1
L (by condition (i)) we have

Wn+1(x,y) 6 kWn(x,y) − 2γ(1 − γL)||Axn −Byn||
2 6 kWn(x,y) 6Wn(x,y).

This implies that the limit limn→∞Wn(x,y) exists. Without loss of generality we may assume that

lim
n→∞Wn(x,y) =W(x,y), (x,y) ∈ Γ .

Hence the sequences {xn} and {yn} are bounded, so are the sequences {un}, {vn}, {tn}, {zn}.

2. Next we prove that 

(1) lim
n→∞||Axn −Byn|| = 0,

(2) lim
n→∞||tn − un|| = lim

n→∞ ||tn − S1tn|| = 0,

(3) lim
n→∞||zn − vn|| = lim

n→∞ ||zn − S2zn|| = 0,

(4) lim
n→∞||tn − xn|| = 0,

(5) lim
n→∞||zn − yn|| = 0.

(3.6)

In fact, since {un} and {tn} are bounded, it follows from Lemma 2.6 and (3.3) that

||xn+1 − x||
2 = ||(1 −βn)(un − x) +βn(tn − x)||2

6 (1 −βn)||un − x||2 +βn||tn − x||2 −βn(1 −βn)g(||un − tn||)

= (1 −βn)||S1tn − S1x||
2 +βn||tn − x||2 −βn(1 −βn)g(||un − tn||)

6 (1 −βn)||tn − x||2 +βn||tn − x||2 −βn(1 −βn)g(||un − tn||)

= ||tn − x||2 −βn(1 −βn)g(||un − tn||)

6 γ2L||Axn −Byn||
2 + 2γ〈Ax−Axn, JF(Axn −Byn)〉+ k||x− xn||2

−βn(1 −βn)g(||tn − un||)

(3.7)

Similarly we also have

||yn+1 − y||
2 6 γ2L||Axn −Byn||

2 + 2γ〈Byn −By, JF(Axn −Byn)〉+ k||y− yn||2

−βn(1 −βn)g(||zn − vn||).
(3.8)

Adding up (3.7) and (3.8) and noting that Ax = By, we have

Wn+1(x,y) 6 kWn(x,y) − 2γ(1 − γL)||Axn −Byn||
2

−βn(1 −βn)(g(||tn − un||) + g(||zn − vn||)),

where Wn(x,y) = ||x− xn||
2 + ||y− yn||

2. Simplifying and noting that the limit limn→∞Wn(x,y) exists,
we have

2γ(1 − γL)||Axn −Byn||
2 +βn(1 −βn)(g(||tn − un||) + g(||zn − vn||))

6 kWn(x,y) −Wn+1(x,y) 6Wn(x,y) −Wn+1(x,y)→ 0 (as n→∞).

By the conditions (i), (iii), and the property of g it follows that

lim
n→∞ ||Axn −Byn|| = 0,
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lim
n→∞ ||tn − un|| = lim

n→∞ ||tn − S1tn|| = 0,

lim
n→∞ ||zn − vn|| = lim

n→∞ ||zn − S2zn|| = 0.

These imply that

||tn − xn|| = ||JE1(tn − xn)|| = ||γA∗JF(Axn −Byn)|| 6 γ||A||||Axn −Byn||→ 0 (as n→∞) (3.9)

and

||zn − yn|| = ||JE2(zn − yn)|| = ||γB∗JF(Axn −Byn)|| 6 γ||B||||Axn −Byn||→ 0 (as n→∞). (3.10)

The conclusions in (3.6) are proved.

3. Now we prove that sequence {(xn,yn)} converges strongly to some point (x∗,y∗) ∈ Γ . Since E1 and E2
are uniformly convex, they are reflexive. Again since {xn} and {yn} are bounded, we may assume that
(x∗,y∗) is a weak cluster point of {(xn,yn)}. It follows from (3.9) and (3.10) that (x∗,y∗) is also a weak
cluster point of {(tn, zn)}. Again by (3.6), ||tn − S1tn|| → 0 and ||zn − S2zn|| → 0. Due to the demi-closed
property at zero of S1 and S2 (since S1,S2 both are nonexpansive), x∗ ∈ Fix(S1) and y∗ ∈ Fix(S2). Also
since A and B are bounded linear operators, we know that (Ax∗,By∗) is also a weak cluster point of
{(Axn,Byn)}. By the weakly lower semicontinuous property of the norm and (3.6), we get

||Ax∗ −By∗|| 6 lim inf
n→∞ ||Axn −Byn|| = 0,

i.e., Ax∗ = By∗. Therefore (x∗,y∗) ∈ Γ . This implies that the weak cluster point (x∗,y∗) of {(xn,yn)} is a
solution of split equality quasi inclusion problems (2.7).

Next we prove that (x∗,y∗) is the unique weak cluster point of {(xn,yn)}.
Suppose to the contrary, let (p,q) be another weak cluster point of {(xn,yn)} with (p,q) 6= (x∗,y∗). By

the arguments above, we can also prove that (p,q) ∈ Γ .
Since (x∗,y∗) and (p,q) both are weak cluster points of {(xn,yn)}, there exist subsequences {(xni ,yni)}

and {(xnj ,ynj)} of {(xn,yn)} such that

(xni ,yni) ⇀ (x∗,y∗) (as ni →∞) and (xnj ,ynj) ⇀ (p,q) (as nj →∞).

By Lemma 2.5 (2), we have

Wni(x
∗,y∗) = ||xni − x

∗||2 + ||yni − y
∗||2

= ||xni − p+ p− x
∗||2 + ||yni − q+ q− y

∗||2

6 ||p− x∗||2 + 2〈xni − p, JE1(p− x
∗)〉+ k||xni − p||

2

+ ||q− y∗||2 + 2〈yni − q, JE2(q− y
∗)〉+ k||yni − q||

2.

Simplifying it we have

Wni(x
∗,y∗) − kWni(p,q) 6 ||p− x∗||2 + ||q− y∗||2

+ 2〈xni − p, JE1(p− x
∗)〉+ 2〈yni − q, JE2(q− y

∗)〉.
(3.11)

Letting ni →∞ in (3.11) and noting (3.6), we have

W(x∗,y∗) − kW(p,q) 6 ||p− x∗||2 + ||q− y∗||2 + 2〈x∗ − p, JE1(p− x
∗)〉+ 2〈y∗ − q, JE2(q− y

∗)〉.
= ||p− x∗||2 + ||q− y∗||2 − 2(||p− x∗||2 + ||q− y∗||2)

= −(||p− x∗||2 + ||q− y∗||2)

(3.12)

Similarly we can also obtain the following inequality

Wnj(p,q) − kWnj(x
∗,y∗) 6 ||p− x∗||2 + ||q− y∗||2

+ 2〈xnj − x
∗, JE1(x

∗ − p) + 2〈ynj − y
∗, JE2(y

∗ − q)〉.
(3.13)



S.-S. Chang, C.-F. Wen, J.-C. Yao, J.-Q. Zhang, J. Nonlinear Sci. Appl., 10 (2017), 4890–4900 4897

Letting nj →∞ in (3.13) we have

W(p,q) − kW(x∗,y∗) 6 −(||p− x∗||2 + ||q− y∗||2). (3.14)

Adding up (3.12) and (3.14), we have

0 6 (1 − k)(W(p,q) +W(x∗,y∗)) 6 −2(||p− x∗||2 + ||q− y∗||2) 6 0.

This implies that
(||p− x∗||2 + ||q− y∗||2) = 0 and W(p,q) =W(x∗,y∗) = 0.

Hence we have
p = x∗, q = y∗ and W(p,q) =W(x∗,y∗) = 0.

These show that (x∗,y∗) is the unique weak cluster point of {(xn,yn)}, i.e., (xn,yn) ⇀ (x∗,y∗) and
limni→∞Wni(x∗,y∗) =W(x∗,y∗) = 0. Since the limit limn→∞Wn(x∗,y∗) exists, we have

lim
n→∞Wn(x∗,y∗) = lim

n→∞(||xn − x∗||2 + ||yn − y∗||2) = 0,

i.e., limn→∞ xn = x∗ and limn→∞ yn = y∗. This completes the proof of Theorem 3.1.

The following theorems can be obtained from Theorem 3.1 immediately.

Theorem 3.2. Let E1,E2 be real uniformly convex and 2-uniformly smooth Banach spaces with the best smoothness
constant k ∈]0, 1]. Let Gi : Ei → Ei, i = 1, 2 be α-isa of order 2 and Ki : Ei ⇒ Ei, i = 1, 2 be set-valued
m-accretive mappings, and A : E1 → E2 be a linear bounded operator. For any (x0,y0) ∈ E1 × E2, the sequence
{(xn,yn)} is generated by

un = JK1
r (I− rG1)(xn − γJ−1

E1
A∗JE2(Axn − yn)),

vn = JK2
r (I− rG2)(yn + γ(Axn − yn)),

xn+1 = (1 −βn)un +βn(xn − γJ−1
E1
A∗JE2(Axn − yn)),

yn+1 = (1 −βn)vn +βn(yn + γ(Axn − yn)),

∀n > 1,

where JKir := (I+ rKi)
−1, i = 1, 2 are the resolvent operators of mappings Ki, JEi , i = 1, 2 are the normalized

duality mappings of Ei, i = 1, 2, and A∗ is the adjoint of A. If

Γ := {(x,y) ∈ Fix(JK1
r (I− rG1))× Fix(JK2

r (I− rG2)),Ax = y} 6= ∅

and the following conditions are satisfied:

(i) 0 < γ < 1
L , where L = max{||A∗A||, 1};

(ii) 0 < r 6 2α
k ;

(iii) {βn} is the sequence in ]0, 1[ with lim infβn(1 −βn) > 0,

then the sequence {(xn,yn)} converges strongly to a solution (x∗,Ax∗) of split equality quasi inclusion problem
(2.2).

Theorem 3.3. Let E be a real uniformly convex and 2-uniformly smooth Banach spaces with the best smoothness
constant k ∈]0, 1]. Let G : E→ E be α-isa of order 2 and K : E⇒ E be m-accretive mappings. For any x0 ∈ E, the
sequence {xn} is generated by {

un = JKr (I− rG)(xn),
xn+1 = (1 −βn)un +βnxn,

∀n > 1,

where JKr := (I+ rK)−1 is the resolvent operator of mapping K. If

Γ := {x ∈ Fix(JKr (I− rG))} 6= ∅

and the following conditions are satisfied:
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(i) 0 < r 6 2α
k ;

(ii) {βn} is the sequence in ]0, 1[ with lim infβn(1 −βn) > 0,

then the sequence {xn} converges strongly to a solution x∗ of quasi inclusion problem (2.3).

Remark 3.4. Theorems 3.1 and 3.2 are improvements and generalizations of [3, 4, 9–11, 15, 20].

4. Applications

In this section we shall utilize the results presented in the paper to study the monotone variational
inequality problem, convex minimization problem, and convexly constrained linear inverse problem.

Throughout this section, let C be a nonempty closed and convex subset of a real Hilbert space H. Note
that in this case the concept of monotonicity coincides with the concept of accretivity.

4.1. Application to monotone variational inequality problems
A monotone variational inequality problem (VIP) is formulated as the problem of finding a point

x∗ ∈ C such that:
〈Gx∗, y− x∗〉 > 0, ∀y ∈ C, (4.1)

where G : C → H is a nonlinear monotone operator. We shall denote by Γ the solution set of (4.1) and
assume Γ 6= ∅. In Example 2.4, we have pointed out that VIP (4.1) is equivalent to find a point x∗ so that

0 ∈ (G+K)x∗,

where K : C → H is the subdifferential of the indicator of C, and it is a maximal monotone operator. By
[16, Theorem 3] in this case, the resolvent of K is nothing but the projection operator PC. Therefore the
following result can be obtained from Theorem 3.3 immediately.

Theorem 4.1. Let G : C → H be an α-inverse strongly monotone operator of order 2. Let {xn} be the sequence
generated by x0 ∈ C and {

un = PC(I− rG)(xn),
xn+1 = (1 −βn)un +βnxn,

∀n > 1.

If
Γ := {x ∈ Fix(PC(I− rG))} 6= ∅

and the following conditions are satisfied:

(i) 0 < r 6 2α;
(ii) {βn} is the sequence in ]0, 1[ with lim infβn(1 −βn) > 0,

then the sequence {xn} converges strongly to a solution x∗ of monotone variational inequality (4.1).

4.2. Application to the convex minimization problem
Let ψ : H → R be a convex smooth function and φ : H → R be a proper convex and lower semi-

continuous function. We consider the following convex minimization problem of finding x∗ ∈ H such
that

ψ(x∗) +φ(x∗) = min
x∈H

{ψ(x) +φ(x)}. (4.2)

This problem (4.2) is equivalent, by Fermat’s rule, to the problem of finding x∗ ∈ H such that

0 ∈ ∇ψ(x∗) + ∂φ(x∗),

where ∇ψ is a gradient of ψ and ∂φ is a subdifferential of φ. Set G = ∇ψ and K = ∂φ in Theorem 3.3.
If ∇ψ is (1/L)-Lipschitz continuous, then it is L-inverse strongly monotone. Moreover, ∂φ is maximal
monotone. Hence from Theorem 3.3 we have the following result.
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Theorem 4.2. Let ψ : H→ R be a convex and differentiable function with (1/L)-Lipschitz continuous gradient ∇ψ
and φ : H → R be a proper convex and lower semicontinuous function such that ψ+φ attains a minimizer. Let
{xn} be the sequence generated by x0 ∈ H and{

un = JKr (I− rG)(xn),
xn+1 = (1 −βn)un +βnxn,

∀n > 1,

where G = ∇ψ, K = ∂φ, and JKr := (I+ rK)−1. If the following conditions are satisfied:

(i) 0 < r 6 2α;
(ii) {βn} is the sequence in ]0, 1[ with lim infβn(1 −βn) > 0,

then the sequence {xn} converges strongly to a solution x∗ of convex minimization problem (4.2).

4.3. Application to the convexly constrained linear inverse problem
Let A : H→ C be a bounded linear operator and b ∈ C. The constrained linear system

Ax = b, x ∈ C (4.3)

is called convexly constrained linear inverse problem. Define ψ(x) : H→ R+ by

ψ(x) =
1
2
||Ax− b||2, x ∈ H.

We have ∇ψ(x) = A∗(Ax− b), and ∇ψ is L-Lipschitzian, where L = ||A||2, i.e., ∇ψ is 1/L-inverse strongly
monotone. It is easy to know that x∗ ∈ C is a solution of (4.3) if and only if 0 ∈ ∇ψ(x∗) = A∗(Ax∗ − b).
Taking G = ∇ψ and K = 0 in Theorem 3.3 we have the following result.

Theorem 4.3. If problem (4.3) is consistent and the following conditions are satisfied:

(i) 0 < r 6 2α;
(ii) {βn} is the sequence in ]0, 1[ with lim infβn(1 −βn) > 0,

then the sequence {xn} generated by x0 ∈ H and{
un = PC(I− rG)(xn),
xn+1 = (1 −βn)un +βnxn,

∀n > 1,

converges strongly to a solution x∗ of problem (4.3).

5. Conclusions

The quasi inclusion problem for monotone and the maximal monotone mappings in Hilbert spaces
has been considered by many authors. How to generalize and extend this problem from Hilbert space to
Banach space is difficult. The purpose of this paper is to try to solve such a problem.

In our paper, we introduce and study the general split equality quasi inclusion problems of accretive
and m-accretive operators in Banach spaces which contain split quasi inclusion problem and the quasi
inclusion problem in Banach spaces as its special cases. For solving this problem, a new generalized
forward-backward algorithms are proposed. Under suitable conditions, some strong convergence theo-
rems for the sequences generated by the algorithm to a solution of the problem are proved (see Theorems
3.1, 3.2, and 3.3). At the end of the paper, some applications to monotone variational inequality prob-
lem, convex minimization problem, and convexly constrained linear inverse problem are presented. The
results presented in the paper are new.
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