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Abstract

By taking full consideration of maturity (τ1 represents the maturity of predator and τ2 represents the maturity of top
predator) and the effects of environmental parameters, a new delayed three-species food chain model with stage structure and
time-varying coefficients is established. With the help of the comparison theorem and the technique of mathematical analysis,
the positivity and boundedness of solutions of the model are investigated. Furthermore, some sufficient conditions on the
permanence and partial extinction of the system are derived. Some interesting findings show that the delays have great impacts
on the permanence for the system. More precisely, if τ2 ∈ (n,+∞), then the system is partially extinct: on one hand, if τ1 ∈ (0,n1)
and τ2 ∈ (n,+∞), then the prey and predator species will coexist, i.e., both the prey and predator species are always permanent,
yet the top predator species will go extinct eventually. On the other hand, if τ1 ∈ (n4,+∞) and τ2 ∈ (n,+∞), where n4 is
greater than n1, then all predator species will become extinct eventually. Numerical simulations are great well agreement with
the theoretical results. c©2017 All rights reserved.
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1. Introduction

The dynamic interactions between the predator and their prey have long been one of the dominant
themes in ecology [3]. The classical predator-prey type model{

ẋ(t) = x(t)[r1 − a11x(t) − a12y(t)],
ẏ(t) = y(t)[−r2 + a21x(t) − a22y(t)],

(1.1)

has been extensively investigated [11, 13, 28, 30], where x(t) and y(t) can be interpreted as the population
densities of prey and predator at time t, respectively; r1 > 0 denotes intrinsic growth rate of prey, r2 > 0
denotes the death rate of predator; the parameters aij(i, j = 1, 2) are all positive constants.
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We note that the stage structure and the maturation of the species are ignored and each individual
prey has the same chance of suffering attacks from the predators in system (1.1). However, there are
many species, such as some mammalian populations and some amphibious animals, whose individuals
have a life history that take them through two stages, immature and mature in the natural world [7]. On
the other hand, time delay due to the gestation and the maturation of species is a common phenomenon,
which reflects a delay birth of immatures and a reduced survival of immatures to their maturity. And
the time delays play an important role in the dynamic behaviors of system, such as population system,
economic system, epidemic model, neural network system, etc., (for more details about these studies, we
refer to [16–19, 21, 24]). Thus, it is of great importance to incorporate the stage-structured and time delays
into the predator-prey models.

Up to 1990, because of the seminal work by Aiello and Freedman [1], species growth models with
stage structure have received a great amount of attention. It assumes that an average age to maturity
which appears as a constant time delay reflecting a delayed birth of immatures and a reduced survival
of immatures to their maturity. The single species growth model with stage structure takes the form as
below {

ẋi(t) = αxm(t) − γxi(t) −αe
−γτxm(t− τ),

ẋm(t) = αe−γτxm(t− τ) −βx2
m(t), t > τ,

where xi(t) denotes the immature population density, xm(t) represents the mature population density,
α > 0 represents the birth rate, γ > 0 is the immature death rate, β > 0 is the mature death and
overcrowding rate, τ > 0 is the time to maturity. The term e−γτxm(t− τ) represents the immatures who
were born at time t− τ and survive at time t. After then, different types stage-structured models have
been investigated extensively by many researchers and some significant works were implemented. For
instance, Xu [32] incorporated stage structure for predator into the system and investigated the effect of
the duration time of immature predator on the dynamics of the system. Considering the stage structure
for both prey and predator, Chen et al. [6] established an autonomous predator-prey system with stage-
structure for all the species and investigated the global stability of the system. The model can be described
as the following 

ẋ1(t) = r1x2(t) − d11x1(t) − r1e
−d11τ1x2(t− τ1),

ẋ2(t) = r1e
−d11τ1x2(t− τ1) − d12x2(t) − b1x

2
2(t) − c1x2(t)y2(t),

ẏ1(t) = r2y2(t) − d22y1(t) − r2e
−d22τ2y2(t− τ2),

ẏ2(t) = r2e
−d22τ2y2(t− τ2) − d21y2(t) − b2y

2
2(t) + c2x2(t)y2(t),

where x1(t) and x2(t) represent the densities of the immature and mature prey species at time t, respec-
tively; y1(t) and y2(t) denote the immature and mature population densities of predator species at time
t, respectively. Also, the parameters r1, r2, c1, c2, d11, d12, d21, d22 and bi (i = 1, 2) are positive constants,
τ1 and τ2 are nonnegative constants. More recent interesting results with stage-structure models can be
found in [10, 14, 15, 26, 33].

In an ecological system, several species tend to be linked together and constitute a food-chain system
[29]. As pointed out by Charles [5], a single food chain should have at least three links to be complete
plant-herbivore-carnivore. An example of a three-link chain occurring on the North American Great
Plains is pronghorns eat grasses for food, and coyotes eat pronghorns. It is important and meaningful to
study dynamical behavior of the food-chain system. Based on this, the Lotka-Volterra type three-species
food chain model was proposed and investigated by Baek and Lee [2]. The three-species food chain model
takes the form as below 

ẋ(t) = x(t)(a− bx(t) − cy(t)),
ẏ(t) = y(t)(−d1 + c1x(t) − e1z(t)),
ż(t) = z(t)(−d2 + e2y(t)),

where x(t),y(t), z(t) denote the population densities of the lowest-level prey, mid-level predator and top
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predator at time t, respectively; the constant a > 0 is called the intrinsic growth rate of the prey species;
b > 0 measures the intraspecific competition of the prey; c > 0 and e1 > 0 are the predation rate per
capita of the mid-level and top predator, respectively; c1 > 0 and e2 > 0 represent the conversion rates
of the lowest-level prey to the mid-level predator and the mid-level predator to the top one, respectively;
d1 > 0 and d2 > 0 denote the death rate of the mid-level and top predator, respectively.

To date, a great deal of results on three-species food chain models have been reported in the literature.
In [20], the stability and bifurcation analysis of a stage structured predator-prey model with time delay
were investigated. Yongzhen et al. [34] formulated a three-species ecosystem with a delay digestion pro-
cess and Holling functional response, the dynamical behaviors of the system are studied. The stability
loss arisen from delay in a three-dimensional competition model were discussed by Boudjellaba and Sari
[4]. In [25], Patra et al. considered the boundedness and stability criteria in a delayed food chain model
with Michaelis-Menten type ratio-dependent functional responses. A three species prey-predator compe-
tition model with effect of stochastic perturbation was studied by Das et al. [9]. To a large extent, the
existing literature on theoretical studies of three-species food chain models is predominantly concerned
without time-varying coefficients and stage structure. Literature dealing with both the time-varying coef-
ficients and the stage structure for the species appears to be scarce. As pointed out by Cushing [8], these
biological and environmental parameters are always time-varying, which is due to the effects of seasonal
weather, food supply, mating habits, hunting or harvesting seasons, etc.

The concepts of permanence and extinction, which respectively meaning that the population system
will survive or die out in the future. Just because of the biological meaning, the permanence and extinction
analysis for dynamic systems have attracted considerable attention, and many interesting results were
presented (for example, see [12, 22, 27, 31, 35]). Different from the two dimensional predator-prey model,
partial extinction instead of extinction is the key characteristic property for the food chain model. For
a three-species food chain model, partial extinction means that both the prey and predator species are
permanent, the top predator species will go extinct eventually, or all predator species become extinct.

Enlightened by the above discussions, according to biological significance, food chain model com-
monly considers plant as the prey, without introducing age levels for the prey (plant) is reasonable in
some sense, therefore, in this paper, we intend to investigate the permanence and partial extinction of a
new delayed three-species food chain model with time-varying coefficients and stage structure for both
predator and top predator.

We build up the following stage-structured food chain model firstly:

ẋ(t) = x(t)[α1(t)(1 −
x(t)
k ) − c1(t)y2(t)],

ẏ1(t) = α2(t)x(t)y2(t) − d11y1(t) −α2(t− τ1)e
−d11τ1x(t− τ1)y2(t− τ1),

ẏ2(t) = α2(t− τ1)e
−d11τ1x(t− τ1)y2(t− τ1) − d12y2(t) −β1(t)y

2
2(t) − c2(t)y2(t)z2(t),

ż1(t) = α3(t)y2(t)z2(t) − d21z1(t) −α3(t− τ2)e
−d21τ2y2(t− τ2)z2(t− τ2),

ż2(t) = α3(t− τ2)e
−d21τ2y2(t− τ2)z2(t− τ2) − d22z2(t) −β2(t)z

2
2(t).

(1.2)

The initial conditions for system (1.2) take the form as below

x(θ) = φ(θ) > 0, yi(θ) = ϕi(θ) > 0, zi(θ) = ψi(θ) > 0,
φ(0) > 0, ϕi(0) > 0, ψi(0) > 0, i = 1, 2, θ ∈ [−τ, 0],

(1.3)

where τ = max{τ1, τ2}, (φ(·),ϕ1(·),ϕ2(·),ψ1(·),ψ2(·)) ∈ C([−τ, 0],R5
+0), the Banach space of continuous

functions mapping the interval [−τ, 0] into R5
+0, and R5

+0 = {(x1, x2, x3, x4, x5) : xi > 0, i = 1, 2, 3, 4, 5}.
For continuity of the initial conditions, we further desire

y1(0) =
∫ 0

−τ1

α2(s)φ(s)ϕ2(s)e
d11sds, (1.4)

z1(0) =
∫ 0

−τ2

α3(s)ϕ2(s)ψ2(s)e
d21sds. (1.5)
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In the following, we introduce the parameters and a brief sketch of the construction of the model.

Parameter Description
α1(t) Intrinsic growth rate of the prey
k Environmental carrying capacity of the prey
c1(t) Capture rate of the mature predator
α2(t)
c1(t)

Conversion rate of nutrients into the reproduction of the mature predator
c2(t) Capture rate of the mature top predator
α3(t)
c2(t)

Conversion rate of nutrients into the reproduction of the mature top predator
d11 Death rate of the immature predator
d12 Death rate of the mature predator
d21 Death rate of the immature top predator
d22 Death rate of the mature top predator
β1(t) Intra-specific competition rate of the mature predator species
β2(t) Intra-specific competition rate of the mature top predator species
τ1 Maturity for the predator species
τ2 Maturity for the top predator species

Table 1: Parameters table for systems (1.2).

(A1) There are three populations, namely, the prey species whose population density is denoted by x(t),
the predator whose immature and mature population densities are y1(t) and y2(t), respectively; the
top predator whose immature and mature population densities are described by z1(t) and z2(t),
respectively.

(A2) αi(t), cj(t) and βj(t) (i = 1, 2, 3; j = 1, 2) are continuous and bounded above and below by positive
constants.

(A3) In absence of predation, the prey population grow according to logistic laws of growth with intrinsic
growth rates α1(t), and the carrying capacity is k.

(A4) The mature predator consumes the prey with c1(t)x(t)y2(t) and contributes to its immature pop-
ulation growth rate α2(t)x(t)y2(t). The mature top predator consumes the mature predator with
c2(t)y2(t)z2(t) and contributes to its immature population growth rate α3(t)y2(t)z2(t).

(A5) Mortality rate of predator is assumed to be proportional to the existing population. We also consider
the density dependent mortality rate of the consumer species as β1(t)y

2
2(t) and β2(t)z

2
2(t). If there

is some other factor (other than food) which becomes limiting at high population densities, the self
limitation will occur.

(A6) The term α2(t−τ1)e
−d11τ1x(t−τ1)y2(t−τ1) represents the number of immature predators that were

born at time t− τ1 which still survive at time t and are transferred from the immature stage to the
mature stage at time t. The term α3(t− τ2)e

−d21τ2z2(t− τ2)y2(t− τ2) represents the number of top
immature predators that were born at time t− τ2 which still survive at time t and are transferred
from the immature stage to the mature stage at time t.

The remainder of this article is organized as follows. In Section 2, we present the basic notations and
preliminary lemmas. The positivity and boundedness of the solutions to system (1.2) are investigated in
Section 3. In Section 4, we derive a set of sufficient conditions for the permanence and partial extinction
of system (1.2) by using the comparison theorem. One illustrative example and simulations are shown in
Section 5. The paper concludes with a brief summary in Section 6.
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2. Preliminaries

Throughout this paper, for convenience of our statement, we adopt the notations:

fi = inf
t∈R

f(t), fs = sup
t∈R

f(t),

where f(t) is a bounded continuous function defined on R.

Definition 2.1. System (1.2) is permanent, if there exist positive constants mx,my,mz,Mx,My and MZ,
such that each solution (x(t),y1(t),y2(t), z1(t), z2(t)) of system (1.2) satisfies

0 < mx 6 lim
t→+∞ inf x(t) 6 lim

t→+∞ sup x(t) 6Mx,

0 < my 6 lim
t→+∞ infyi(t) 6 lim

t→+∞ supyi(t) 6My, (i = 1, 2),

0 < mz 6 lim
t→+∞ inf zi(t) 6 lim

t→+∞ sup zi(t) 6Mz, (i = 1, 2).

Otherwise, system (1.2) is non-permanent.

Lemma 2.2 ([32]). Consider the following equation

u̇(t) = au(t− τ) − bu(t) − cu2(t),

where a,b, c and τ are positive constants, u(t) > 0 for t ∈ [−τ, 0], we have:

(i) If a > b, then lim
t→+∞u(t) = (a− b)c−1.

(ii) If a < b, then lim
t→+∞u(t) = 0.

Lemma 2.3 ([23]). Consider the following equation

u̇(t) = u(t)[d1 − d2u(t)],

where d2 > 0. We have:

(i) If d1 > 0, then lim
t→+∞u(t) = d1d

−1
2 .

(ii) If d1 < 0, then lim
t→+∞u(t) = 0.

3. Positivity and boundedness of solutions

In this section, we will prove that the solutions of system (1.2) are positive and ultimately bounded.

Theorem 3.1. Solutions of system (1.2) with initial conditions (1.3), (1.4) and (1.5) are positive for all t > 0.

Proof. Let (x(t),y1(t),y2(t), z1(t), z2(t)) be a solution of system (1.2) with initial conditions (1.3), (1.4) and
(1.5). We derive from the first equation of system (1.2) that

x(t) = x(0)e
∫t

0 [α1(s)(1− x(s)
k )−c1(s)y2(s)]ds > 0, for t > 0.

Next we show y2(t) > 0 for t > 0. Otherwise, noting that y2(t) = ϕ2(t) > 0 for −τ1 6 t 6 0, then
there exist a t1 > 0, such that y2(t1) = 0.
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Denoting t0 = inf {t > 0 : y2(t) = 0}, then t0 > 0. From system (1.2), we have

ẏ2(t0) =

{
α2(t0 − τ1)e

−d11τ1φ(t0 − τ1)ϕ2(t0 − τ1), 0 6 t0 6 τ1,

α2(t0 − τ1)e
−d11τ1x(t0 − τ1)y2(t0 − τ1), t0 > τ1.

Hence ẏ2(t0) > 0. But by the definition of t0, ẏ2(t0) 6 0. This is a contradiction. Thus y2(t) > 0 for t > 0.
Similarly, we can prove that z2(t) > 0 for t > 0.

By (1.4) and the second equation of system (1.2), we obtain

y1(t) =

∫t
t−τ1

α2(s)e
−d11(t−s)x(s)y2(s)ds > 0, for t > 0.

With initial condition (1.5), we derive from the fourth equation of system (1.2) that

z1(t) =

∫t
t−τ2

α3(s)e
−d21(t−s)y2(s)z2(s)ds > 0, for t > 0.

Hence x(t) > 0, yi(t) > 0, zi(t) > 0 (i = 1, 2) for all t > 0. This completes the proof.

Theorem 3.2. Positive solutions of system (1.2) with initial conditions (1.3), (1.4) and (1.5) are ultimately bounded.

Proof. Suppose (x(t),y1(t),y2(t), z1(t), z2(t)) is any positive solution of system (1.2) with initial conditions
(1.3), (1.4) and (1.5). We define

V(t) = αs2x(t) + c
i
1y1(t) + c

i
1y2(t) +

ci1c
i
2

αs3
z1(t) +

ci1c
i
2

αs3
z2(t).

Then

V̇(t) + bV(t) 6 αs2(α
s
1 + b)x(t) −

αs1α
s
2

k
x2(t) + ci1(b− d11)y1(t) + c

i
1(b− d12)y2(t)

+
ci1c

i
2

αs3
(b− d21)z1(t) +

ci1c
i
2

αs3
(b− d22)z2(t) − c

i
1β
i
1y

2
2(t)

6 αs2(α
s
1 + b)x(t) −

αs1α
s
2

k
x2(t)

6
kαs2(α

s
1 + b)

2

4αs1
,

where b = min{d11,d12,d21,d22}. Thus, we have

V(t) 6 [V(0) −
kαs2(α

s
1 + b)

2

4αs1b
]e−bt +

kαs2(α
s
1 + b)

2

4αs1b
.

Choose a positive constant M satisfying M >
kαs2(α

s
1+b)

2

4αs1b
. Then there exists a t0 > 0 such that x(t) < M,

yi(t) < M and zj(t) < M(i, j = 1, 2), for t > t0. This completes the proof.

4. Permanence and partial extinction

In this section, we will discuss the permanence and partial extinction of system (1.2).

Theorem 4.1. Let n1 = 1
d11

ln αi2x
i

d12+c
s
2z
s
2
, n2 = 1

d21
ln α

i
3y
i
2

d22
. If τ1 ∈ (0,n1), τ2 ∈ (0,n2) and αi1 − c

s
1y
s
2 > 0, then

system (1.2) is permanent.
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Proof. Let (x(t),y1(t),y2(t), z1(t), z2(t)) be any positive solution of system (1.2) for t > 0. By τ1 ∈ (0,n1)
and τ2 ∈ (0,n2), one can obtain that αi2e

−d11τ1xi − d12 − c
s
2z
s
2 > 0 and αi3e

−d21τ2yi2 − d22 > 0.
It follows from the first equation of system (1.2) that

ẋ(t) 6 x(t)[αs1 −
αi1
k
x(t)].

Since αs1 > 0, by (i) of Lemma 2.3 and standard comparison theorem, we obtain

lim
t→+∞ sup x(t) 6

kαs1
αi1

def
= xs > 0. (4.1)

Note that αi2e
−d11τ1xi − d12 − c

s
2z
s
2 > 0 implies that αs2e

−d11τ1xs > αi2e
−d11τ1xi > d12 holds. Let ε > 0 be

sufficiently small satisfying αs2e
−d11τ1(xs + ε) > d12. Thus, there exists a T1 > 0 such that

x(t) < xs + ε, for t > T1.

We derive from the third equation of system (1.2) that for t > T1 + τ1

ẏ2(t) 6 α
s
2e

−d11τ1(xs + ε)y2(t− τ1) − d12y2(t) −β
i
1y

2
2(t).

Since αs2e
−d11τ1(xs + ε) > d12, by (i) of Lemma 2.2 and comparison theorem, we acquire that

lim
t→+∞ supy2(t) 6 [αs2e

−d11τ1(xs + ε) − d12](β
i
1)

−1.

Since ε > 0 is sufficiently small, we can conclude that

lim
t→+∞ supy2(t) 6 (αs2e

−d11τ1xs − d12)(β
i
1)

−1 def
= ys2 > 0. (4.2)

Let ε > 0 be sufficiently small satisfying αi1 > c
s
1(y

s
2 + ε). Thus, there exists a T2 > T1 + τ1 such that

y2(t) < y
s
2 + ε, for t > T2. (4.3)

It follows from the first equation of system (1.2) that

ẋ(t) > x(t)[αi1 − c
s
1(y

s
2 + ε) −

αs1
k
x(t)], for t > T2 + τ1.

Since αi1 > c
s
1(y

s
2 + ε), by (i) of Lemma 2.3 and comparison theorem, we get

lim
t→+∞ inf x(t) >

k[αi1 − c
s
1(y

s
2 + ε)]

αs1
.

Since ε > 0 is sufficiently small, we obtain that

lim
t→+∞ inf x(t) > k(αi1 − c

s
1y
s
2)(α

s
1)

−1 def
= xi > 0. (4.4)

Substituting (4.3) into the fifth equation of system (1.2) yields

ż2(t) 6 α
s
3e

−d21τ2(ys2 + ε)z2(t− τ2) − d22z2(t) −β
i
2z

2
2(t), for t > T2 + τ1.

Note that αs3e
−d21τ2ys2 > α

i
3e

−d21τ2yi2 > d22 holds. Let ε > 0 be sufficiently small satisfying

αs3e
−d21τ2(ys2 + ε) > d22.
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By (i) of Lemma 2.2 and comparison theorem, it follows that

lim
t→+∞ sup z2(t) 6 [αs3e

−d21τ2(ys2 + ε) − d22](β
i
2)

−1.

Since ε > 0 is sufficiently small, we acquire that

lim
t→+∞ sup z2(t) 6 (αs3e

−d21τ2ys2 − d22)(β
i
2)

−1 def
= zs2 > 0. (4.5)

Let ε > 0 be sufficiently small satisfying αi2e
−d11τ1xi > d12 + c

s
2(z
s
2 + ε). Thus, there exists a T3 > T2 + τ1

such that z2(t) < z
s
2 + ε for t > T3.

We derive from the third equation of system (1.2) that for t > T3 + τ1

ẏ2(t) > α
i
2e

−d11τ1xiy2(t− τ1) − [d12 + c
s
2(z
s
2 + ε)]y2(t) −β

s
1y

2
2(t).

Since αi2e
−d11τ1xi > d12 + c

s
2(z
s
2 + ε), by (i) of Lemma 2.2 and comparison theorem, we get

lim
t→+∞ infy2(t) > [αi2e

−d11τ1xi − d12 − c
s
2(z
s
2 + ε)](β

s
1)

−1, for t > T3 + τ1.

Since ε > 0 is sufficiently small, we can conclude that

lim
t→+∞ infy2(t) > (αi2e

−d11τ1xi − d12 − c
s
2z
s
2)(β

s
1)

−1 def
= yi2 > 0. (4.6)

Let ε > 0 be sufficiently small satisfying αi3e
−d21τ2(yi2 − ε) > d22. Thus, there exists a T4 > T3 + τ1 such

that y2(t) > y
i
2 − ε for t > T4.

We derive from the fifth equation of system (1.2) that for t > T4 + τ2

ż2(t) > α
i
3e

−d21τ2(yi2 − ε)z2(t− τ2) − d22z2(t) −β
s
2z

2
2(t).

Since αi3e
−d21τ2(yi2 − ε) > d22, by (i) of Lemma 2.2 and comparison theorem, we obtain

lim
t→+∞ inf z2(t) > [αi3e

−d21τ2(yi2 − ε) − d22](β
s
2)

−1.

Since ε > 0 is sufficiently small, we acquire that

lim
t→+∞ inf z2(t) > (αi3e

−d21τ2yi2 − d22)(β
s
2)

−1 def
= zi2 > 0. (4.7)

For any small positive constant ε > 0, it follows from (4.1), (4.2) and (4.4), (4.5), (4.6), (4.7) that there
exists a T5 > T4 + τ2 such that

xi − ε < x(t) < xs + ε, for t > T5, (4.8)

yi2 − ε < y2(t) < y
s
2 + ε, for t > T5, (4.9)

zi2 − ε < z2(t) < z
s
2 + ε, for t > T5. (4.10)

Note that the second and fourth equations of system (1.2) are equal to the following integral form:

y1(t) =

∫t
t−τ1

α2(s)e
−d11(t−s)x(s)y2(s)ds, (4.11)

z1(t) =

∫t
t−τ2

α3(s)e
−d21(t−s)y2(s)z2(s)ds. (4.12)

Thus, for t > T5 + τ2, from (4.8), (4.9) and (4.11), we have

y1(t) 6
∫t
t−τ1

αs2e
−d11(t−s)(xs + ε)(ys2 + ε)ds =

αs2(x
s + ε)(ys2 + ε)

d11
(1 − e−d11τ1), (4.13)
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and

y1(t) >
∫t
t−τ1

αi2e
−d11(t−s)(xi − ε)(yi2 − ε)ds =

αi2(x
i − ε)(yi2 − ε)

d11
(1 − e−d11τ1). (4.14)

Setting ε→ 0 in (4.13) and (4.14) leads to

lim
t→+∞ supy1(t) 6

αs2x
sys2
d11

(1 − e−d11τ1)
def
= ys1 , (4.15)

lim
t→+∞ infy1(t) >

αi2x
iyi2

d11
(1 − e−d11τ1)

def
= yi1 > 0. (4.16)

By using (4.9), (4.10) and (4.12), similarly to the analysis of (4.13), (4.14), (4.15), (4.16), for t > T5 + τ2, we
get

lim
t→+∞ sup z1(t) 6

αs3y
s
2z
s
2

d21
(1 − e−d21τ2)

def
= zs1 ,

lim
t→+∞ inf z1(t) >

αi3y
i
2z
i
2

d21
(1 − e−d21τ2)

def
= zi1 > 0.

By Definition 2.1, we know that the system is permanent. This completes the proof.

Remark 4.2. From Theorem 4.1, we derive bounds for the time delay to ensure that the solutions are
permanent. It is natural to ask whether it is possible to obtain tight bounds, i.e., if and only if the time
delay is within the range such that the solutions are permanent. However, how to deal with this case is a
challenging work, which will be our future study.

Theorem 4.3. Let n3 = 1
d21

ln α
s
3y
s
2

d22
. If τ1 ∈ (0,n1), τ2 ∈ (n3,+∞) and αi1 − c

s
1y
s
2 > 0, then both the prey and

predator species are always permanent, and the top predator species will go extinct eventually, that is,the system is
partially extinct.

Proof. Let (x(t),y1(t),y2(t), z1(t), z2(t)) be any positive solution of system (1.2) for t > 0. By τ2 ∈
(n3,+∞), one can obtain that αs3e

−d21τ2ys2 − d22 < 0 holds. Note that αi2e
−d11τ1xi − d12 − c

s
2z
s
2 > 0,

which implies αi2e
−d11τ1xi − d12 > 0.

Since αi2e
−d11τ1xi − d12 − c

s
2z
s
2 > 0 and αi1 − c

s
1y
s
2 > 0, the same arguments as those in the proof of

Theorem 4.1 show that (4.1), (4.3) and (4.5) hold, i.e.,

lim
t→+∞ sup x(t) 6 xs, lim

t→+∞ inf x(t) > xi, lim
t→+∞ supy2(t) 6 y

s
2 . (4.17)

Let ε > 0 be sufficiently small satisfying αs3e
−d21τ2(ys2 + ε) < d22. Thus, there exists a T6 > 0 such that

y2(t) < y
s
2 + ε, for t > T6.

It follows from the fifth equation of system (1.2) that

ż2(t) 6 α
s
3e

−d21τ2(ys2 + ε)z2(t− τ2) − d22z2(t) −β
i
2z

2
2(t), for t > T6 + τ2.

Since αs3e
−d21τ2(ys2 + ε) < d22, applying the comparison theorem and the positivity of z2(t) shows that

lim
t→+∞ z2(t) = 0. (4.18)

Let ε > 0 be sufficiently small satisfying αi2e
−d11τ1xi > d12 + ε. Thus, there exists a T7 > T6 + τ2 such that

z2(t) <
ε

cs2
, for t > T7. (4.19)

We derive from the third equation of system (1.2) that

ẏ2(t) > α
i
2e

−d11τ1xiy2(t− τ1) − (d12 + ε)y2(t) −β
s
1y

2
2(t), for t > T7 + τ1.
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Since αi2e
−d11τ1xi > d12 + ε, by (i) of Lemma 2.2 and comparison theorem, we get

lim
t→+∞ infy2(t) > [αi2e

−d11τ1xi − (d12 + ε)](β
s
1)

−1.

Since ε > 0 is sufficiently, we can conclude that

lim
t→+∞ infy2(t) > (αi2e

−d11τ1xi − d12)(β
s
1)

−1 def
= (ŷ2)

i > 0. (4.20)

For any positive constant ε > 0, it follows from (4.17), (4.18), (4.19), (4.20) that there exists a T8 > T7 +τ1
such that

xi − ε < x(t) < xs + ε, for t > T8,

(ŷ2)
i − ε < y2(t) < y

s
2 + ε, for t > T8, (4.21)

z2(t) < ε, for t > T8. (4.22)

Similarly to the analysis of (4.13), (4.14), (4.15), (4.16), for t > T8 + τ2, we derive

lim
t→+∞ supy1(t) 6

αs2x
sys2
d11

(1 − e−d11τ1),

lim
t→+∞ infy1(t) >

αi2x
i(ŷ2)

i

d11
(1 − e−d11τ1).

By using (4.12), (4.21) and (4.22), for t > T8 + τ2, we have

z1(t) 6
∫t
t−τ2

αs3e
−d21(t−s)(ys2 + ε)εds =

αs3(y
s
2 + ε)ε

d21
(1 − e−d21τ2). (4.23)

Setting ε→ 0 in (4.23) leads to
lim
t→+∞ sup z1(t) 6 0.

Incorporating into the positivity of z1(t), we get

lim
t→+∞ z1(t) = 0.

This completes the proof.

Remark 4.4. Based on the conditions of Theorem 4.1 and Theorem 4.3, it is obvious to find that n3 is greater
than n2, thus, one can obtain that longer delay τ2 will lead the top predator species to extinct.

Theorem 4.5. Let n4 = 1
d11

ln α
s
2x
s

d12
and n5 = 1

d21
ln αs3
d22

. If τ1 ∈ (n4,+∞) and τ2 ∈ (n5,+∞), then all predator
species will go extinct eventually, and the prey species is always permanent, that is, the system is partially extinct.

Proof. Let (x(t),y1(t),y2(t), z1(t), z2(t)) be any positive solution of system (1.2) for t > 0. By τ1 ∈ (n4,+∞)
and τ2 ∈ (n5,+∞), it is obvious that αs2e

−d11τ1xs − d12 < 0 and αs3e
−d21τ2 − d22 < 0 hold.

From the first equation of system (1.2), we conclude that

ẋ(t) 6 x(t)[αs1 −
αi1
k
x(t)].

Since αs1 > 0, by (i) of Lemma 2.3 and comparison theorem, we obtain that

lim
t→+∞ sup x(t) 6

kαs1
αi1

= xs. (4.24)

Let ε > 0 be sufficiently small satisfying αs2e
−d11τ1(xs + ε) < d12. Thus, there exists a T9 > 0 such that
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x(t) < xs + ε for t > T9.
We derive from the third equation of system (1.2) that for t > T9 + τ1

ẏ2(t) 6 α
s
2e

−d11τ1(xs + ε)y2(t− τ1) − d12y2(t) −β
i
1y

2
2(t).

Since αs2e
−d11τ1(xs + ε) < d12, comparison theorem together with the positivity of y2(t) shows that

lim
t→+∞y2(t) = 0. (4.25)

Let ε > 0 be sufficiently small satisfying αi1 − ε > 0. Thus, there exists a T10 > T9 + τ1 such that

y2(t) <
ε

cs1
, for t > T10. (4.26)

It follows from the first equation of system (1.2) that

ẋ(t) > (αi1 − ε)x(t) −
αs1
k
x2(t), for t > T10 + τ1.

Since αi1 − ε > 0, by (i) of Lemma 2.3 and comparison theorem, we get

lim
t→+∞ inf x(t) > k(αi1 − ε)(α

s
1)

−1.

Since ε > 0 is sufficiently small, we acquire that

lim
t→+∞ inf x(t) > kαi1(α

s
1)

−1 def
= (x̂)i > 0. (4.27)

Substituting (4.26) into the fifth equation of system (1.2) yields

ż2(t) 6
αs3
cs1
e−d21τ2(cs1 + ε)z2(t− τ2) − d22z2(t) −β

i
2z

2
2(t), for t > T10 + τ1.

Let ε > 0 be sufficiently small satisfying αs3
cs1
e−d21τ2(cs1 + ε) < d22, comparison theorem together with the

positivity of z2(t) shows that
lim
t→+∞ z2(t) = 0. (4.28)

For any positive constant ε > 0, it follows from (4.24), (4.25), (4.27) and (4.28) that there exists a
T11 > T10 + τ1 such that

(x̂)i − ε < x(t) < xs + ε, for t > T11, (4.29)

y2(t) < ε, for t > T11, (4.30)

z2(t) < ε, for t > T11. (4.31)

Thus, for t > T11 + τ1, from (4.11), (4.29) and (4.30), we have

y1(t) 6
αs2(x

s + ε)ε

d11
(1 − e−d11τ1). (4.32)

Setting ε→ 0 in (4.32) leads to
lim
t→+∞ supy1(t) 6 0. (4.33)

Incorporating into the positivity of y1(t), we obtain that

lim
t→+∞y1(t) = 0. (4.34)

By using (4.12), (4.30) and (4.31), similarly to the analysis of (4.32), (4.33), (4.34), we get

lim
t→+∞ z1(t) = 0.

This completes the proof.



H. Y. Xi, et al., J. Nonlinear Sci. Appl., 10 (2017), 6177–6191 6188

Remark 4.6. Let n = max{n3,n5}, if τ1 ∈ (0,n1), τ2 ∈ (n,+∞) and αi1 − c
s
1y
s
2 > 0, then it is easy to obtain

that the conditions of Theorem 4.3 hold. According to Theorem 4.3, both the prey and predator species are
permanent, and the top predator species will be driven to extinction. On the other hand, if τ1 ∈ (n4,+∞)
and τ2 ∈ (n,+∞), then the conditions of Theorem 4.5 hold. Therefore, all predator species will go to
extinction, and the prey species is permanent.

Remark 4.7. From Theorem 4.3 and Theorem 4.5, it is to see that n4 is greater than n1. By Remark 4.6, one
can obtain that longer delay τ1 will lead the predator species to extinct.

5. An example and numerical simulations

In this section, one example is presented to demonstrate the correctness and effectiveness of the ob-
tained results.

Example 5.1. Consider the following system with two different time delays

ẋ(t) = x(t)[20(1 −
x(t)

2 ) − 2y2(t)],
ẏ1(t) = 6x(t)y2(t) − ln 2y1(t) − 6e− ln 2τ1x(t− τ1)y2(t− τ1),
ẏ2(t) = 6e− ln 2τ1x(t− τ1)y2(t− τ1) − y2(t) − ( 3

2 +
1
2 cos t)y2

2(t) − y2(t)z2(t),
ż1(t) = 16y2(t)z2(t) − ln 2z1(t) − 16e− ln 2τ2y2(t− τ2)z2(t− τ2),
ż2(t) = 16e− ln 2τ2y2(t− τ2)z2(t− τ2) − z2(t) − (15 + cos t)z2

2(t),

(5.1)

where τ1 > 0 and τ2 > 0 are constant time delay.

Case I. Let τ1 = 1 and τ2 = 2.

By some simple calculations, we obtain n1 ≈ 1.348, n2 ≈ 2.363 and αi1 − c
s
1y
s
2 = 10 > 0. It is easy to find

that τ1 ∈ (0,n1), τ2 ∈ (0,n2). Thus, the conditions of Theorem 4.1 hold and system (5.1) is permanent.
The numerical simulation is shown in Figure 1.

Figure 1: The temporal solution found by numerical integration of system (5.1) with τ1 = 1, τ2 = 2 and
(φ(θ),ϕ1(θ),ϕ2(θ),ψ1(θ),ψ2(θ)) = (0.4, 18

25 ln 2 , 0.6, 162
25 ln 2 , 0.9).

Case II. Let τ1 = 1 and τ2 = 9.

By some simple calculations, we know n1 ≈ 2.585, n3 ≈ 3.689 and αi1 − c
s
1y
s
2 = 10 > 0. It is obvious to see

τ1 ∈ (0,n1) and τ2 ∈ (n3,+∞). According to Theorem 4.3, we can show that the prey and the predator
species will be permanent, and the top predator species will go to extinction. The numerical simulation
illustrates our result (see Figure 2).
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Figure 2: The temporal solution found by numerical integration of system (5.1) with τ1 = 1, τ2 = 9 and
(φ(θ),ϕ1(θ),ϕ2(θ),ψ1(θ),ψ2(θ)) = (0.4, 18

25 ln 2 , 0.6, 208
25 ln 2 × (1 − 1

29 ), 0.9).

Case III. Let τ1 = 16 and τ2 = 9.

By the simple calculation, we obtain n4 ≈ 3.585 and n5 = 4. Obviously, τ1 and τ2 satisfy assumptions
τ1 ∈ (n4,+∞) and τ2 ∈ (n5,+∞). It follows from Theorem 4.5, the prey species will be permanent, and
the predator and the top predator species will go to extinction. The numerical simulations also confirm
this phenomenon (see Figure 3).

Figure 3: The temporal solution found by numerical integration of system (5.1) with τ1 = 16, τ2 = 9 and
(φ(θ),ϕ1(θ),ϕ2(θ),ψ1(θ),ψ2(θ)) = (0.4, 36

25 ln 2 × (1 − 1
216 ), 0.6, 208

25 ln 2 × (1 − 1
29 ), 0.9).

6. Conclusion

Incorporating two delays, a new delayed three-species food chain model with stage-structure and
time-varying coefficients is established in this paper. The positivity and boundedness of solutions of the
model have been proved. Some sufficient conditions on the permanence and partial extinction of system
are derived by the comparison theorem. From Theorem 4.1, we get the sufficient conditions: τ1 ∈ (0,n1),
τ2 ∈ (0,n2) and αi1 − c

s
1y
s
2 > 0 for the permanence of system (1.2). According to Remark 4.6, we can obtain

the following conclusions for partial extinction of system (1.2): the prey and predator species will coexist
and the top predator species will go extinct eventually if τ1 ∈ (0,n1), τ2 ∈ (n,+∞) and αi1 − c

s
1y
s
2 > 0;

all the predators will go extinct and the prey species persists if τ1 ∈ (n4,+∞) and τ2 ∈ (n,+∞). Our
study demonstrates that the delays have great impacts on the permanence for the system. More precisely,
according to Remarks 4.4 and 4.7, longer delay τ2 will lead the top predator species to extinct; longer
delay τ1 will lead the all predators to extinct.

The obtained results in this paper may provide some new insights for predicting the dynamical behav-
iors of the food chain system and protecting the ecological balance in a real ecosystem. In addition, we
would like to point out that it is more detailed to analysis the existence and stability of periodic solutions
of system (1.2) if the coefficients in system (1.2) are ω-periodic in t. We leave them for our future work.
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