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#### Abstract

We consider a system of multicolored disordered lattice gas in a volume $\Lambda$ of $\mathbb{Z}^{\mathrm{d}}$ driven by a disordered Markov generator similar to that of Faggionato and Martinelli [A. Faggionato, F. Martinelli, Probab. Theory Related Fields, 127 (2003), 535-608]. The aim of our work is to give a new and elementary computation of the spectral gap of multicolored disordered lattice gas which is an important step towards obtaining the hydrodynamic limit.
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## 1. Introduction

In this work, which is inspired on work by Faggionato and Martinelli [8], we are interested in the movement of free electrons in a crystal in the presence of impurities. Contrary to the case of non-presence of impurities where the crystal creates a periodic electromagnetic field which influences the transport of electrons, here one of the modelings of impurities, consists with regards the field a randomness and the electrons as particles evolving/moving on a network made up of sites, subjected to a principle of exclusion where the random walks describing the jumps between the sites, locally depend on the random chemical potential field (the disorder), and for the decomplexification of the model we neglect the interactions between the electrons.

More precisely, this phenomenon can be described as follows: a particle sitting on a site $x$ of the cubic lattice $\mathbb{Z}^{d}$ waits an exponential time and then attempts to jump to a neighbor site $y$. If the site $y$ is occupied then the jump is canceled, otherwise it is achieved with a rate $c_{x y}^{\alpha}$ depending only on the values ( $\alpha_{x}, \alpha_{y}$ ) of some external quenched disorder field $\left\{\alpha_{x}\right\}_{x \in \mathbb{Z}^{d}}$ that, for simplicity, is assumed to be a collection of i.i.d. bounded random variables. Given an external chemical potential $\lambda$, the Hamiltonian of the system is defined as $H(\eta)=-\sum_{x}\left(\alpha_{x}+\lambda\right) \eta_{x}$, where $\eta_{x}$ is the particle occupation number at site $x$. In

[^0]these last years, several investigations are motivated to determine the speed of convergence to equilibrium of conservative stochastic dynamics. To attack this question it is necessary to estimate the spectral gap of the corresponding Markov generator or by proving a Poincaré inequality. In this direction the important achievements are the diffusive estimates established for Kawasaki dynamics in high temperature by Lu and Yau [9] and by Cancrini and Martinelli [3]. Also, Boudou et al. [2] developed a general technique based on a Bochner-type identity, to estimate spectral gap of class of Markov generator. Moreover, Caputo [4] prove Poincaré inequalities in product spaces with one or more conservation laws. In the preceding works they relate to the monocolor case.

Previous works of Dermoune and Heinrich $[5,6]$ were a first step to get the hydrodynamic limit of this colored disordered simple exclusion process similar to [8].

As observed in $[1,11,12]$ their approach can be generalized for multicolored disordered lattice gas of exclusion processes. More precisely, we propose the explicit form for the canonical measures and spectral gap who does not depend on disorder $\alpha$, although this last one plays an important role in the study of hydrodynamic limit.

The rest of this paper is organized as follows: In Section 2 we introduce the preliminaries and the notations whose we deal on dynamics in a volume $\Lambda$, Markov generator, grand canonical, canonical measures and spectral gap. Section 3 is devoted for state the main results and its proofs. Finally, we make a conclusion.

## 2. Preliminaries and notations

In the multicolored case similar to that of Dermoune and Martinez [7], the finite set of colors is $\mathrm{I}=\{0,1, \ldots, \mathrm{n}\}$ and in $\mathrm{I}_{0}=\mathrm{I} \cup\{0\}$, the value 0 expresses the absence of color (or that a site is empty). The set of configurations is $\mathrm{I}_{0}^{\wedge}$. In this approach we study the projection on the monocolour system and we derive an estimate of the closeness between grand canonical and canonical Gibbs measures.

Consider a finite subset $\Lambda$ of the d-dimensional lattice $\mathbb{Z}^{d}$. To each site $x$, we assign a disorder, that is a random variable $\alpha_{x}$. A configuration means an application $\eta=\left\{\eta_{x}, x \in \Lambda\right\} \in \Omega_{\Lambda}:=\{0,1, . ., n\}^{\wedge}$, such that

$$
\eta_{x}= \begin{cases}0, & \text { if there is no particle at } x, \\ i, & \text { if there is a particle of color " } i \text { "at } x, \text { with } i=\overline{1, n}\end{cases}
$$

As in [8], we assume that the $\alpha_{x}$ 's are i.i.d, and bounded by some constant $B$. The corresponding product measure (Resp. expectation) on $\Omega_{D}=[-B, B]{ }^{\wedge}$ will be denoted by $\mathbb{P}($ Resp. $\mathbb{E})$. We set for simplicity

$$
\eta_{x}^{i}=\mathbf{1}_{\left\{\eta_{x}=i\right\}},
$$

where $\eta_{x}^{i} \times \eta_{x}^{j}=0$ for $i \neq j$.
Dynamics in the volume $\Lambda$. For a (particles) configuration $\left\{\eta_{x}, x \in \Lambda\right\}$ which is simply denoted by $\eta$, if $\{x, y\}$ is a pair of sites, we denoted by $\eta^{x, y}$ the configuration derived from $\eta$ by permuting $\eta_{x}$ with $\eta_{y}$. Namely, $\eta_{x}^{x, y}=\eta_{y}, \eta_{y}^{x, y}=\eta_{x}$ and the rest is unchanged. The dynamics of the particles are given by a Markov process $\left\{\eta(t), t \in \mathbb{R}^{+}\right\}$and can then be described as follows: a particle at $x$ waits an exponential time and attempts to jump to a neighbor site $y$. If this site is occupied then the jump is aborted, otherwise it is realized with a probabilistic rate

$$
c_{x, y}^{\alpha}(\eta)=f_{e}\left(\alpha_{x}, \frac{\eta_{x}}{i}, \alpha_{y}, \frac{\eta_{y}}{i}\right)
$$

where $f_{e}$ is a bounded function on $(\mathbb{R} \times\{0,1\})^{2}$ satisfying the following conditions:

1. $f_{e}\left(a, s, a^{\prime}, s^{\prime}\right)=f_{e}\left(a^{\prime}, s^{\prime}, a, s\right)$ ( symmetry condition);
2. $s s^{\prime} \neq 0 \Longrightarrow f_{e}\left(a, s, a^{\prime}, s^{\prime}\right)=0$ (exclusion condition);
3. $s s^{\prime}=0 \Longrightarrow f_{e}\left(a, s, a^{\prime}, s^{\prime}\right) \geqslant \delta>0$ ( uniform bound condition);
4. $f_{e}\left(a, s, a^{\prime}, s^{\prime}\right)=f_{e}\left(a, s^{\prime}, a^{\prime}, s\right) \exp \left(-\left(s^{\prime}-s\right)\left(a^{\prime}-a\right)\right.$ (balance condition) (see [8]).

Markov generator. These conditions allow us to define a disordered Markov generator L. Disordered
means depending on the random collection $\alpha=\left\{\alpha_{\chi}, x \in \Lambda\right\}$, which is also called disorder. The mentioned generator $\mathbf{L}:=\mathbf{L}_{\Lambda}^{\alpha}$ is given for a bounded function $f$ on $\Omega_{\Lambda}$ by

$$
\mathbf{L f}(\eta)=\sum_{x, y \in \Lambda} c_{x, y}^{\alpha}(\eta)\left[f\left(\eta^{\chi, y}\right)-f(\eta)\right] .
$$

Grand canonical and canonical measures. We consider the product Gibbs measure $\mu=\mu_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}$ on $\Omega_{\Lambda}$ defined by

$$
\begin{equation*}
\mu\left(\eta_{x}^{i}\right)=\frac{\exp \left(\alpha_{x}+\lambda_{i}\right)}{1+\exp \left(\alpha_{x}+\lambda\right)} \quad(\text { for } x \in \Lambda, \text { and } i=\overline{1, n}) . \tag{2.1}
\end{equation*}
$$

In the following theorem, we construct Gibbs's measures such that the dynamics is time reversible for several external chemical potentials.
Theorem 2.1. Set $\eta_{x}^{i}=1_{\left\{\eta_{\chi}=i\right\}}$. Let $\mu_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}$ be a disordered probability measure on $\Omega_{\Lambda}$ such that, for almost all $\alpha$, under $\mu_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}$, the random variables $\eta \mapsto \eta_{x}, x \in \Lambda$, are independent. Then, for almost all $\alpha$, the uniform bound condition 3 and the detailed balance condition 4 holds if and only if there exists $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{R}^{n}$ such that
(I) $\sum_{i=1}^{n} e^{\lambda_{i}}=e^{\lambda}$;
(II) $\mu^{\alpha}\left(\eta_{x}^{i}\right)=e^{\alpha_{x}+\lambda_{i}} /\left(1+e^{\alpha_{x}+\lambda_{1}}+\cdots+e^{\alpha_{x}+\lambda_{n}}\right)(x \in \Lambda)$.

Proof. See [12].
We define the Hamiltonian $H_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}$ of the system as well as the empirical and annealed chemical potential $\lambda_{1}, \ldots, \lambda_{n}$ in the volume $\Lambda$ as follows:

$$
H_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}(\eta)=-\sum_{x \in \Lambda}\left[\alpha_{x} \eta_{x}+\sum_{i=1}^{n} \lambda_{i} \eta_{\chi}^{i}\right],
$$

where $\lambda$ is such that $e^{\lambda}=\sum_{i=1}^{n} e^{\lambda_{i}}$.
Then the corresponding grand canonical Gibbs measure on $\Omega_{\Lambda}$ coincides with $\mu_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}$, namely

$$
\mu_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}(\{\eta\})=Z_{1} \exp \left(-H_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}(\eta)\right),
$$

where $Z_{1}$ is a normalizing constant. For each $\left(m_{1}, \ldots, m_{n}\right) \in[0,1]^{n}$ such that $\sum_{i=1}^{n} m_{i} \leqslant 1$, we define also the canonical measures $\nu_{\Lambda, m_{1}, \ldots, m_{n}}^{\alpha}$ as follows. Let $N_{\Lambda}^{i}(\eta)$ be the number of particles of color " $i$ " in the volume $\Lambda$ and $m \in\left\{0, \frac{1}{|\lambda|}, \ldots, 1\right\}$. Then

$$
\nu_{\Lambda, m_{1}, \ldots, m_{n}}^{\alpha}(\{\eta\})=\mu_{\Lambda}^{\alpha, \lambda_{1}, \ldots, \lambda_{n}}\left(\{\eta\}\left|N_{\Lambda}^{1}=|\Lambda| m_{1}, \ldots, N_{\Lambda}^{n}=|\Lambda| m_{n}\right) .\right.
$$

Spectral gap. Note that $\mathrm{I}-\mathcal{P}$ is a non-negative, bounded self-adjoint operator on $\mathrm{L}^{2}(\mathrm{v})$. Any constant is an eigenfunction with eigenvalue 0 and the spectral gap $\lambda=\lambda(|\lambda|)$ is defined as

$$
\lambda(|\Lambda|)=\inf _{f \in L^{2}(v), v(f)=0} \frac{v(f(I-\mathcal{P}) f)}{v\left(f^{2}\right)},
$$

where $v(f)$ stands for the expectation $\int f d v$. Note that this linear operator $\mathcal{P}$ on $L^{2}(v)$ preserves positivity, and is of norm less or equal to one, and satisfies $\mathcal{P} I=I$. These properties ensure that $\mathcal{P}-\mathrm{I}$ is a Markov generator. Moreover, note that $\mathcal{P}-I$ has reversible (and thus invariant) measure $v$ since $v(f(\mathcal{P}-I) g)=$ $v\left(g(\mathcal{P}-I) f\right.$ for all $f, g \in L^{\dot{2}}(v)$.

In the continuation, we assume that the random variables $\eta \mapsto \eta_{x}, x \in \Lambda$ are independent with respect to $\mu$ (w.r.t $\mu$ ) and we will use the notation

$$
\xi_{x}(\eta)=\mathbf{1}_{[\eta(x) \neq 0]}
$$

for $x \in \Lambda$ so that $\xi(\eta) \in\{0,1\}^{\wedge}$ denotes the configuration of occupied sites associated to $\eta$.

Goal. Previous works [5, 6] were first steps to get the hydrodynamic limit of this colored disordered simple exclusion process similar to [8]. The aim of the present paper is the calculation of the spectral gap for multicolored disordered lattice gas of exclusion processes which plays an important role in the study of hydrodynamic limit with $c_{x, y}^{\alpha}(\eta)=1$. Set the Dirichlet form defined by

$$
\mathfrak{D}(f)=\frac{1}{|\Lambda|} \sum_{x, y \in \Lambda} v\left(\left|f\left(\eta^{x, y}\right)-f(\eta)\right|^{2}\right)
$$

and

$$
\mathcal{P f}=\frac{1}{|\Lambda|} \sum_{y \in \Lambda} v\left(f \mid \eta_{y}\right) \quad\left(\text { for every } f \in L^{2}(v)\right) .
$$

Let be $s_{1}<s_{2}<\cdots<s_{3|\Lambda|}$ eigenvalues of $3|\Lambda|$ by $3|\Lambda|$ blocks symmetric matrix $\mathbf{A}$, so that $s_{1}=s_{1}(|\Lambda|)$ is the smallest eigenvalue of matrix $\mathbf{A}=\left[\begin{array}{lll}\mathbf{Y} & \mathbf{Z} & \mathbf{Z} \\ \mathbf{Z} & \mathbf{Y} & \mathbf{Z} \\ \mathbf{Z} & \mathbf{Z} & \mathbf{Y}\end{array}\right]$, where $\mathbf{Y}=\left(\mathrm{y}_{\mathrm{ij}}\right)$ is a $|\Lambda|$ by $|\Lambda|$ with $y_{i i}=1+$ $\frac{1}{|\Lambda|(|\Lambda|-1)}, y_{i j}=\frac{1}{|\Lambda|(|\Lambda|-1)}, \forall \mathfrak{i} \neq \mathfrak{j}$ and $\mathbf{Z}=\left(z_{\mathfrak{i j}}\right)$ is a $|\Lambda|$ by $|\Lambda|$ with $z_{\mathfrak{i i}}=\frac{|\Lambda|-1}{|\Lambda|}, z_{\mathfrak{i j}}=0, \forall \mathfrak{i} \neq \mathfrak{j}$.

## 3. Main result

We are now able to state our main result.
Theorem 3.1. For $|\Lambda| \geqslant n$. The spectral gap is equal to smallest eigenvalue of matrix $A$.
Note that by definitions of $v$ and $\mu$, and by the fact that $\eta_{x}^{i}$ and $\eta_{y}^{j}$ are independent w.r.t. $\mu$ for all $\mathfrak{i}, j \in\{1, \ldots, n\}$, we have:

$$
\begin{align*}
& \nu\left(\eta_{x}^{i} \eta_{y}^{j}\right)=\frac{\mu\left(\eta_{x}^{i}\right) \mu\left(\eta_{y}^{j}\right)}{\mu(S)} \times \mu\left(N_{\Lambda \backslash\{x, y\}}^{i}=N^{i}-\delta_{i}^{i}-\delta_{j}^{i}, N_{\Lambda \backslash\{x, y\}}^{j}=N^{j}-\delta_{i}^{j}-\delta_{j}^{j}\right),  \tag{3.1}\\
& v\left(\eta_{x}^{i} \eta_{y}^{i}\right)=\frac{\mu\left(\eta_{x}^{i}\right) \mu\left(\eta_{y}^{i}\right)}{\mu(S)} \times \mu\left(N_{\Lambda \backslash\{x, y\}}^{i}=N^{i}-2 \delta_{i}^{i}, N_{\Lambda \backslash\{x, y\}}^{j}=N^{j}-2 \delta_{j}^{j}\right), \tag{3.2}
\end{align*}
$$

and

$$
\begin{equation*}
v\left(\eta_{x}^{i}\right)=\frac{\mu\left(\eta_{x}^{i}\right)}{\mu(S)} \times \mu\left(N_{\Lambda \backslash\{x\}}^{i}=N^{i}-\delta_{i}^{i}, N_{\Lambda \backslash\{x\}}^{j}=N^{j}-\delta_{i}^{j}\right), \tag{3.3}
\end{equation*}
$$

where $\delta_{i}^{j}$ is the Kronecker symbol. We put

$$
\begin{aligned}
& \theta_{\chi, y}^{i, j}=\mu\left(N_{\wedge \backslash\{x, y\}}^{i}=N^{i}-\delta_{i}^{i}-\delta_{j}^{i}, N_{\wedge \backslash\{x, y\}}^{-}=N^{j}-\delta_{i}^{j}-\delta_{j}^{j}\right), \\
& \theta_{\chi, y}^{i, i}=\mu\left(N_{\wedge \backslash\{x, y\}}^{i}=N^{i}-2 \delta_{i}^{i}, N_{\Lambda \backslash\{x, y\}}^{j}=N^{j}-2 \delta_{j}^{j}\right),
\end{aligned}
$$

and

$$
\theta_{x}^{i}=\mu\left(N_{\Lambda \backslash\{x\}}^{i}=N^{i}-\delta_{i}^{i}, N_{\Lambda \backslash\{x\}}^{j}=N^{j}-\delta_{i}^{j}\right) .
$$

Moreover, as it is shown in Caputo [4], it is sufficient to prove the Theorem 3.1 for $f=\sum_{x \in \Lambda} \sum_{i=1}^{n} f_{x}^{i} \overline{\eta_{x}^{i}}$, where $\overline{\eta_{x}^{i}}=\eta_{x}^{i}-v\left(\eta_{x}^{i}\right)$, with the row ( $f_{x}^{i}, x \in \Lambda, i=\overline{1, n}$ ) of real numbers.

The following theorem proposes the explicit form of the canonical measures for a multicolored disordered lattice gas.
Theorem 3.2. We have for $|\Lambda| \geqslant n$

1) $v\left(\eta_{x}^{i} \eta_{y}^{j}\right)=\frac{N^{i} N^{j}}{} e^{\alpha_{x}\left(1-\xi_{x}(\eta)\right)+\alpha_{y}\left(1-\xi_{y}(\mathfrak{\eta})\right)+\sum_{\substack{k=1 \\ k \neq i, j}}^{n} \lambda_{k} N^{k}}$.
2) $v\left(\eta_{x}^{i} \eta_{y}^{i}\right)=\frac{N^{i}\left(N^{i}-1\right)}{|\Lambda|(|\Lambda|-1)} e^{\alpha_{x}\left(1-\xi_{x}(\eta)\right)+\alpha_{y}\left(1-\xi_{y}(\eta)\right)+\sum_{\substack{k=1 \\ k \neq i, j}}^{n} \lambda_{k} N^{k}}$;
3) $v\left(\eta_{x}^{i}\right)=\frac{N^{i}}{|\Lambda|} e^{\alpha_{x}\left(1-\xi_{x}(\eta)\right)+\sum_{\substack{k=1 \\ k \neq i}}^{n} \lambda_{k} N^{k}}$.

Proof of Theorem 3.2.
Computation of $\mu(S), \theta_{x, y}^{i, j}, \theta_{x, y}^{i, i}$, and $\theta_{x}^{i}$. We have

$$
\mu(S)=\sum_{\substack{V^{1} \cup \ldots \cup V^{n} \cup V^{0}=\hat{} \\\left|V^{1}\right|=N^{1}, \ldots, V^{n}\left|=N^{n},\left|V^{0}\right|=|\Lambda|-N\right.}} \prod_{z \in V^{1}} \mu\left(\eta_{z}^{1}\right) \times \cdots \times \prod_{z \in V^{-}} \mu\left(\eta_{z}^{n}\right) \times \prod_{z \in V^{0}}\left(1-\mu\left(\eta_{z}\right)\right) .
$$

The sum is taken on $\left\{\mathrm{V}^{1}, \ldots, \mathrm{~V}^{n}, \mathrm{~V}^{0}\right\}$ such that $\mathrm{V}^{1}, \ldots, \mathrm{~V}^{n}, \mathrm{~V}^{0} \subset \Lambda$, where $\mathrm{V}^{i}$ is the set of sites occupied by particles of color " $i^{\prime \prime}$ with $\mathfrak{i}=\overline{1, n}, V^{0}$ is the set of empty sites, and $N=\sum_{i=1}^{n} N^{i}$. The formula (2.1) implies that:

$$
\begin{aligned}
& \mu(S)=\sum_{V^{+} \cup V^{-} \cup V^{0}=\Lambda}^{\sum_{i=1}^{n} \lambda_{i} N^{i}} \\
& e^{\sum_{i=1}^{n} \lambda_{i} N^{i}} \prod_{z \in V^{1}} \frac{e^{\alpha_{z}}}{\left(1+e^{\alpha_{z}+\lambda}\right)} \times \cdots \times \prod_{z \in V^{n}} \frac{e^{\alpha_{z}}}{\left(1+e^{\alpha_{z}+\lambda}\right)} \times \prod_{z \in V^{0}} \frac{1}{\left(1+e^{\alpha_{z}+\lambda}\right)} \\
&=\frac{e^{i=1}}{\prod_{z \in \Lambda}\left(1+e^{\alpha_{z}+\lambda}\right)} \sum_{V^{1} \cup \ldots \cup V^{n} \cup V^{0}=\Lambda} \prod_{z \in V^{1} \cup \cdots \cup V^{n}} e^{\alpha_{z}} .
\end{aligned}
$$

Note that the number of $\left\{\mathrm{V}^{1}, \ldots, \mathrm{~V}^{n}, \mathrm{~V}^{0}\right\}$ is the number of permutations with repetition, therefore according to the fact that

$$
\sum_{z \in \mathfrak{V}^{1} \cup \ldots \cup V^{n}} \alpha_{z}=\sum_{z \in \Lambda} \alpha_{z} \xi_{z}=u
$$

where

$$
\xi_{z}(\mathfrak{\eta})=\mathbf{1}_{[\mathfrak{\eta}(x) \neq 0]},
$$

we have

$$
\begin{equation*}
\mu(S)=\frac{e^{\sum_{k=1}^{n} \lambda_{k} N^{k}}}{\prod_{z \in \Lambda}\left(1+e^{\alpha_{z}+\lambda}\right)} \frac{|\Lambda|!}{N^{1}!\times \cdots \times N^{n}!(|\Lambda|-N)!} e^{u} . \tag{3.4}
\end{equation*}
$$

Using the following notations

$$
\sum_{z \in \Lambda \backslash\{x, y\}} \alpha_{z} \xi_{z}(\eta)=u_{x, y} \text { and } \sum_{z \in \Lambda \backslash\{x\}} \alpha_{z} \xi_{z}(\eta)=u_{x}
$$

we find with the same manner that

$$
\begin{aligned}
\theta_{x, y}^{i, j} & =\frac{e^{\lambda^{i}\left(N^{i}-1\right)+\lambda^{j}\left(N^{j}-1\right)}}{\prod_{z \in \Lambda \backslash\{x, y\}}\left(1+e^{\alpha_{z}+\lambda}\right)} \frac{(|\Lambda|-2)!}{N^{1}!\times \cdots \times\left(N^{i}-1\right)!\left(N^{j}-1\right)!\times \cdots \times N^{n}!(|\Lambda|-N)!} e^{u_{x, y}}, \text { with } i \neq j, \\
\theta_{x, y}^{i, i} & =\frac{e^{\lambda_{i}\left(N^{i}-2\right)+\lambda_{j} N^{j}}}{\prod_{z \in \Lambda \backslash\{x, y\}}\left(1+e^{\alpha_{z}+\lambda}\right)} \frac{(|\Lambda|-2)!}{N^{1}!\times \cdots \times\left(N^{i}-2\right)!\left(N^{j}\right)!\times \cdots \times N^{n}!(|\Lambda|-N)!} e^{u_{x, y}},
\end{aligned}
$$

and

$$
\theta_{x}^{i}=\frac{e^{\lambda_{i}\left(N^{i}-1\right)+\lambda_{j} N^{j}}}{\prod_{z \in \Lambda \backslash\{x\}}\left(1+e^{\alpha_{z}+\lambda}\right)} \frac{(|\Lambda|-1)!}{N^{1}!\times \cdots \times\left(N^{i}-1\right)!N^{j}!\times \cdots \times N^{n}!(|\Lambda|-N)!} e^{u_{x}} .
$$

Then we can write

$$
\begin{align*}
& \mu\left(\eta_{x}^{i}\right) \mu\left(\eta_{y}^{j}\right) \theta_{x, y}^{i, j}=\frac{e^{\lambda_{i} N^{i}+\lambda_{j} N^{j}}}{\prod_{z \in \Lambda}\left(1+e^{\alpha_{z}+\lambda}\right)} \frac{(|\Lambda|-2)!}{N^{1}!\times \cdots \times\left(N^{i}-1\right)!\left(N^{j}-1\right)!\times \cdots \times N^{n}!(|\Lambda|-N)!} e^{u_{x, y}+\alpha_{x}+\alpha_{y}},  \tag{3.5}\\
& \mu\left(\eta_{x}^{i}\right) \mu\left(\eta_{y}^{i}\right) \theta_{x, y}^{i, i}=\frac{e^{\lambda_{i} N^{i}+\lambda_{j} N^{j}}}{\prod_{z \in \Lambda}\left(1+e^{\alpha_{z}+\lambda}\right)} \frac{(|\Lambda|-2)!}{N^{1}!\times \cdots \times\left(N^{i}-2\right)!\left(N^{j}\right)!\times \cdots \times N^{n}!(|\Lambda|-N)!} e^{u_{x, y}+\alpha_{x}+\alpha_{y}}, \tag{3.6}
\end{align*}
$$

and

$$
\begin{equation*}
\mu\left(\eta_{x}^{i}\right) \theta_{x}^{i}=\frac{e^{\lambda_{i} N^{i}+\lambda_{j} N^{j}}}{\prod_{z \in \Lambda}\left(1+e^{\alpha_{z}+\lambda}\right)} \frac{(|\Lambda|-1)!}{N^{1}!\times \cdots \times\left(N^{i}-1\right)!N^{j}!\times \cdots \times N^{n}!(|\Lambda|-N)!} e^{u_{x}+\alpha_{x}} \tag{3.7}
\end{equation*}
$$

We replace (3.4), (3.5), (3.6), (3.7) in (3.1), (3.2), (3.3) respectively, we conclude that

$$
\begin{aligned}
& v\left(\eta_{x}^{i} \eta_{y}^{j}\right)=\frac{N^{i} N^{j}}{|\Lambda|(|\Lambda|-1)} e^{\alpha_{x}\left(1-\xi_{x}(\eta)\right)+\alpha_{y}\left(1-\xi_{y}(\eta)\right)++\sum_{\substack{k=1 \\
k \neq i, j}}^{n} \lambda_{k} N^{k}}, \\
& v\left(\eta_{x}^{i} \eta_{y}^{i}\right)=\frac{N^{i}\left(N^{i}-1\right)}{|\Lambda|(|\Lambda|-1)} e^{\alpha_{x}\left(1-\xi_{x}(\eta)\right)+\alpha_{y}\left(1-\xi_{y}(\eta)\right)+\sum_{\substack{k=1 \\
k \neq i, j}}^{n} \lambda_{k} N^{k}},
\end{aligned}
$$

and

$$
v\left(\eta_{\chi}^{i}\right)=\frac{N^{i}}{|\bar{\Lambda}|} e^{\alpha_{x}\left(1-\xi_{x}(\eta)\right)+\sum_{\substack{k=1 \\ k \neq i, j}}^{n} \lambda_{k} N^{k}}
$$

which achieves the proof.

## Proof of Theorem 3.1.

Step1. We only take three colors. Now, we take the matrix representations $v\left(f^{2}\right)$ and $v(f \mathcal{P} f)$ used in [6]. Let for $x, y \in \Lambda$ and $i, j \in\{1,2,3\}$

$$
\left(C_{x y}^{i j}\right)=v\left(\eta_{x}^{i} ; \eta_{y}^{j}\right), R_{x y}^{i j}=\frac{C_{x y}^{i j}}{\sqrt{C_{x x}^{i j} C_{y y}^{i j}}}
$$

where $C=\left(C_{x y}^{i j}\right)$ is a $3|\Lambda|$ by $3|\Lambda|$ covariance matrix and $R=\left(R_{\underline{x y}}^{i j}\right)$ the corresponding correlation matrix. Let $\left(f_{x}^{i}, x \in \Lambda, i=\overline{1,3}\right) \in \mathbb{R}^{3|\Lambda|}$, we will identify $f=\sum_{x \in \Lambda} f_{x}^{1} \overline{\eta_{x}^{1}}+f_{x}^{2} \overline{\eta_{x}^{2}}+f_{x}^{3} \overline{\eta_{x}^{3}}$, where $\overline{\eta_{x}^{i}}=\eta_{x}^{i}-v\left(\eta_{x}^{i}\right)$, hence we can write

$$
\begin{align*}
v\left(f^{2}\right) & =f C f^{\top},  \tag{3.8}\\
v(f \mathcal{P} f) & =\frac{1}{|\Lambda|} f C D C f^{\top} \tag{3.9}
\end{align*}
$$

where $D=\left(D_{x y}^{i j}\right)$ is the $3|\Lambda|$ by $3|\Lambda|$ symmetric matrix defined by

$$
D_{x x}^{i j}=\frac{\left(2 \delta_{i}^{j}-1\right) C_{x x}^{i j}}{\operatorname{det}\left(C_{x x}\right)}, D_{x y}^{i j}=0 \text { for } x \neq y
$$

where $\delta_{i}^{j}$ denotes the Kronecker symbol. Now, we shall find a non-negative matrix $Q$ and a row $g$ such that

$$
v\left(f^{2}\right)=g Q g^{\top}, v(f \mathcal{P} f)=\frac{1}{|\Lambda|} g Q^{2} g^{\top}
$$

if we set furthermore

$$
\begin{align*}
h & =Q^{\frac{1}{2}} g \quad \text { and } \quad \Gamma=I-Q, \\
v\left(f^{2}\right) & =h h^{\top}, v\left(f(I-\mathcal{P}) f=h\left[\frac{(|\Lambda|-1) I}{|\Lambda|}+\frac{\Gamma}{|\Lambda|}\right] h^{\top} .\right. \tag{3.10}
\end{align*}
$$

We seek for $3|\Lambda|$ by $3|\Lambda|$ upper triangular matrix $U$ such that $D=U^{\top} U$, where

$$
\mathrm{D}=\left[\begin{array}{lll}
\mathrm{D}^{11} & \mathrm{D}^{12} & \mathrm{D}^{13} \\
\mathrm{D}^{13} & \mathrm{D}^{22} & \mathrm{D}^{23} \\
\mathrm{D}^{13} & \mathrm{D}^{23} & \mathrm{D}^{33}
\end{array}\right] \text { and } \mathrm{U}=\left[\begin{array}{ccc}
\mathrm{u}^{11} & 0 & 0 \\
\mathrm{u}^{12} & \mathrm{u}^{22} & 0 \\
\mathrm{u}^{13} & \mathrm{u}^{23} & \mathrm{u}^{33}
\end{array}\right]
$$

so that U must satisfy the following block identities

$$
\begin{aligned}
& \mathrm{U}^{21}=\mathrm{U}^{31}=\mathrm{u}^{32}=0, \\
& \mathrm{D}^{11}=\mathrm{U}^{11} \mathrm{U}^{11}+\mathrm{U}^{12} \mathrm{U}^{12}+\mathrm{U}^{13} \mathrm{U}^{13}, \\
& \mathrm{D}^{12}=\mathrm{U}^{12} \mathrm{U}^{22}+\mathrm{U}^{13} \mathrm{U}^{23}, \\
& \mathrm{D}^{13}=\mathrm{U}^{13} \mathrm{U}^{33}, \\
& \mathrm{D}^{22}=\mathrm{U}^{22} \mathrm{U}^{22}+\mathrm{U}^{23} \mathrm{U}^{23}, \\
& \mathrm{D}^{23}=\mathrm{U}^{33} \mathrm{U}^{23}, \\
& \mathrm{D}^{33}=\mathrm{U}^{33} \mathrm{U}^{33} .
\end{aligned}
$$

This implies that $u_{x y}^{i j}=0$, if $x \neq y$ and

Since $D$ has a dominating diagonal. Set $g=f U^{-1}$ and $Q=U C U^{\top}$, so that (3.8) and (3.9) yield (3.10) and thus (3.11), (3.12).

Using Theorem 3.2 for $i, j \in\{1,2,3\}$, we find

$$
\inf _{f \in L^{2}(v), v(f)=0} \frac{v(f(I-\mathcal{P}) f}{v\left(f^{2}\right)}=\inf _{h \neq 0} \frac{h A h^{\top}}{h h^{\top}} .
$$

There exists an orthogonal matrix $\mathbf{P}$ such that $\mathbf{A}=\mathbf{P}^{-1} \mathbf{S P}$ where $\mathbf{S}=\operatorname{Diag}\left(s_{1}, s_{2}, \ldots, s_{3|\Lambda|}\right)$ is a diagonal matrix whose diagonal elements are eigenvalues of $\mathbf{A}$. If $\mathbf{P}$ is partitioned as $\mathbf{P}=\left(e_{1}, e_{2}, \ldots, e_{3|\Lambda|}\right)$ where $e_{i}$ is an eigenvector of $\mathbf{A}$, then $\mathbf{A}$ can be written as

$$
\mathbf{A}=\sum_{i=1}^{3|\Lambda|} e_{i} e_{i}^{\top}
$$

If $h \neq 0$ we have

$$
h=\sum_{i=1}^{3|\wedge|} h_{i} e_{i}
$$

we deduce

$$
\frac{h \mathbf{A} h^{\top}}{h h^{\top}}=\frac{\sum_{i=1}^{3|\Lambda|} s_{i} h_{i}^{2}}{\sum_{i=1}^{33 \mid} h_{i}^{2}} \geqslant s_{1} \frac{\sum_{i=1}^{3|\Lambda|} h_{i}^{2}}{\sum_{i=1}^{3|\Lambda|} h_{i}^{2}}=s_{1} .
$$

Now, if we choose $h=e_{1}$, therefore

$$
\inf _{h \neq 0} \frac{h \mathbf{A h}^{\top}}{h h^{\top}}=s_{1},
$$

which achieves the proof.
Step 2. Now, we seek the exact value of the smallest eigenvalue of matrix $\mathbf{A}$. Let $\mathbf{A}=\left[\begin{array}{lll}Y & Z & Z \\ Z & Y & Z \\ Z & Z & Y\end{array}\right]$. For simplicity put $|\Lambda|=m, \quad \alpha=\frac{1}{m(m-1)}$, and $\quad \beta=\frac{m-1}{m}$, so $Y$ is a $m \times m$ matrix with entries $y_{i i}=1+\alpha, \quad y_{i j}=\alpha$ if $\mathfrak{i} \neq \mathfrak{j}$ and $Z$ is a $m \times m$ matrix with entries $z_{i i}=\beta, \quad z_{i j}=0$ if $\mathfrak{i} \neq \mathfrak{j}$.

Let

$$
\mathcal{P}(\lambda)=\operatorname{det}\left(\mathbf{A}-\lambda I_{3 \mathfrak{m}}\right)=\left|\begin{array}{ccc}
Y-\lambda I_{m} & Z & Z \\
Z & Y-\lambda I_{m} & Z \\
Z & Z & Y-\lambda I_{m}
\end{array}\right|,
$$

where $I_{3 m}\left(I_{m}\right)$ denotes the identity matrix of size $3 m \times 3 m(m \times m)$, be the characteristic polynomial of A. According to the fact that $Y-\lambda I_{m}$ and $Z$ commute, $\mathcal{P}(\lambda)$ take the form

$$
\begin{aligned}
\mathcal{P}(\lambda) & =\operatorname{det}\left(\left(Y-\lambda I_{m}\right)^{3}-\left(Y-\lambda I_{m}\right) Z^{2}-Z^{2}\left(Y-\lambda I_{m}\right)+Z^{3}+Z^{3}-Z^{2}\left(Y-\lambda I_{m}\right)\right) \\
& =\operatorname{det}\left(\left(Y-\lambda I_{m}\right)^{3}-3 Z^{2}\left(Y-\lambda I_{m}\right)+3 Z^{3}-Z^{3}\right) \\
& =\operatorname{det}\left(\left(Y-\lambda I_{m}\right)^{3}-Z^{3}-3 Z^{2}\left(Y-\lambda I_{m}-Z\right)\right) \\
& =\operatorname{det}\left(\left(Y-\lambda I_{m}-Z\right)\left(\left(Y-\lambda I_{m}\right)^{2}+Z\left(Y-\lambda I_{m}\right)-2 Z^{2}\right)\right),
\end{aligned}
$$

since

$$
\left(Y-\lambda I_{m}\right)^{2}=\left(Y-\lambda I_{m}-Z+Z\right)^{2}=\left(Y-\lambda I_{m}-Z\right)^{2}+2 Z\left(Y-\lambda I_{m}-Z\right)+Z^{2},
$$

then

$$
\begin{aligned}
\left(Y-\lambda I_{m}\right)^{2}+Z\left(Y-\lambda I_{m}\right)-2 Z^{2} & =\left(Y-\lambda I_{m}-Z\right)^{2}+2 Z\left(Y-\lambda I_{m}-Z\right)+Z^{2}+Z\left(Y-\lambda I_{m}-Z\right)+Z^{2}-2 Z^{2} \\
& =\left(Y-\lambda I_{m}-Z\right)\left(Y-\lambda I_{m}+2 Z\right)
\end{aligned}
$$

and

$$
\mathbf{P}(\lambda)=\operatorname{det}\left(Y-\lambda I_{m}-Z\right)^{2}\left(Y-\lambda I_{m}+2 Z\right)=\left(\operatorname{det}\left(Y-\lambda I_{m}-Z\right)\right)^{2} \operatorname{det}\left(Y-\lambda I_{m}+2 Z\right) .
$$

Now to compute $\operatorname{det}\left(Y-\lambda I_{m}-Z\right)=P_{m}$, we have
and by using the linear transformation on the rows, we obtain:

$$
\begin{aligned}
& =(1-\beta-\lambda)\left|\begin{array}{cccccc}
1+\alpha-\beta-\lambda & \alpha & \alpha & . & \alpha \\
\alpha & 1+\alpha-\beta-\lambda & \alpha & . & . & \alpha \\
\alpha & \alpha & \cdot & . & \alpha \\
\cdot & \cdot & \cdot & . & . & \cdot \\
\cdot & \cdot & \cdot & . & . & \cdot \\
\alpha & \cdot & \cdot & . & . & 1+\alpha-\beta-\lambda
\end{array}\right| \\
& +(1-\beta-\lambda)\left|\begin{array}{cccccc}
\alpha & \alpha & \alpha & . & \alpha \\
\alpha & 1+\alpha-\beta-\lambda & \alpha & . & . & \alpha \\
\alpha & \alpha & . & . & \alpha \\
. & . & . & . & . \\
. & . & . & . & . & . \\
\alpha & . & . & . & 1+\alpha-\beta-\lambda
\end{array}\right| .
\end{aligned}
$$

We define $P_{\mathfrak{m}}$ recursively. After a linear transformation on the rows, the second determinant $Q_{\mathfrak{m}-1}$ on the right-hand side becomes

$$
\mathrm{Q}_{\mathfrak{m}-1}=\left|\begin{array}{cccccc}
0 & -(1-\beta-\lambda) & 0 & 0 & . & 0 \\
\alpha & 1+\alpha-\beta-\lambda & \alpha & . & . & \alpha \\
\alpha & \alpha & . & . & \alpha \\
. & . & . & . & . \\
. & . & . & . & . & . \\
\alpha & . & . & . & 1+\alpha-\beta-\lambda
\end{array}\right|
$$

which implies that

$$
Q_{m-1}=(1-\beta-\lambda) Q_{\mathfrak{m}-2} \quad \text { and } \quad P_{m}=(1-\beta-\lambda) P_{m-1}+(1-\beta-\lambda) Q_{m-1}
$$

hence

$$
\mathrm{Q}_{\mathrm{m}-1}=(1-\beta-\lambda)^{m-3} \mathrm{Q}_{2} \quad \text { where } \quad \mathrm{Q}_{2}=\left|\begin{array}{cc}
\alpha & \alpha \\
\alpha & 1+\alpha-\beta-\lambda
\end{array}\right|=\alpha(1-\beta-\lambda),
$$

so that

$$
\mathrm{Q}_{\mathrm{m}-1}=\alpha(1-\beta-\lambda)^{m-2},
$$

and

$$
\begin{equation*}
P_{m}=(1-\beta-\lambda) P_{m-1}+\alpha(1-\beta-\lambda)^{m-1}, \tag{3.13}
\end{equation*}
$$

then

$$
P_{m-1}=(1-\beta-\lambda) P_{m-2}+\alpha(1-\beta-\lambda)^{m-2},
$$

which we substitute in (3.13) so

$$
\begin{aligned}
P_{\mathfrak{m}} & =(1-\beta-\lambda)\left((1-\beta-\lambda) P_{\mathfrak{m}-2}+\alpha(1-\beta-\lambda)^{m-2}\right)+\alpha(1-\beta-\lambda)^{m-1} \\
P_{\mathfrak{m}} & =(1-\beta-\lambda)\left((1-\beta-\lambda) P_{\mathfrak{m}-2}+\alpha(1-\beta-\lambda)^{m-2}\right)+\alpha(1-\beta-\lambda)^{m-1} \\
& =(1-\beta-\lambda)^{2} P_{\mathfrak{m}-2}+2 \alpha(1-\beta-\lambda)^{m-1} .
\end{aligned}
$$

We repeat this procedure for $P_{m-2}, P_{m-3}, \ldots, P_{3}$, to obtain

$$
P_{m}=(1-\beta-\lambda)^{m-2} P_{2}+(m-2) \alpha(1-\beta-\lambda)^{m-1}
$$

since

$$
P_{2}=\left|\begin{array}{cc}
1+\alpha-\beta-\lambda & \alpha \\
\alpha & 1+\alpha-\beta-\lambda
\end{array}\right|=(1-\beta-\lambda)(1+2 \alpha-\beta-\lambda)
$$

then,

$$
\begin{aligned}
P_{m}=\operatorname{det}\left(Y-\lambda I_{m}-Z\right) & =(1-\beta-\lambda)^{m-1}(1+2 \alpha-\beta-\lambda)+(m-2) \alpha(1-\beta-\lambda)^{m-1} \\
& =(1-\beta-\lambda)^{m-1}(1+\mathfrak{m} \alpha-\beta-\lambda)
\end{aligned}
$$

With the same manner, we obtain that

$$
\operatorname{det}\left(Y-\lambda I_{m}+2 Z\right)=(1+2 \beta-\lambda)^{m-1}(1+m \alpha+2 \beta-\lambda)
$$

Finally

$$
\mathbf{P}(\lambda)=(1-\beta-\lambda)^{2 m-2}(1+\mathfrak{m} \alpha-\beta-\lambda)^{2}(1+2 \beta-\lambda)^{m-1}(1+\mathfrak{m} \alpha+2 \beta-\lambda) .
$$

We substitute the real values of $\alpha$ and $\beta$, then

$$
\mathbf{P}(\lambda)=\left(\frac{1}{m}-\lambda\right)^{2 m-2}\left(\frac{1}{m}+\frac{1}{m-1}-\lambda\right)^{2}\left(1+2 \frac{m-1}{m}-\lambda\right)^{m-1}\left(1+\frac{1}{m-1}+2 \frac{m-1}{m}-\lambda\right)
$$

We conclude that the smallest eigenvalue of $\mathbf{A}$ is $s_{1}=\frac{1}{m}$.

## 4. Conclusion

We conclude that the spectral gap does not depend on the disorder $\alpha$, color and then, finding the exact value of the spectral gap is the smallest eigenvalue ( $s_{1}$ ) of $\mathbf{A}$, which $s_{1}=\frac{1}{|\Lambda|}$.

For future studies, we can consider more general cases such as follows.

- Calculation of the spectral gap of a generalized exclusion process for a multicolored disordered system.
- Calculation of the spectral gap such that the matrix $A$ is random.
- Calculation of the spectral gap for lattice gas evolving in a bounded cylinder of length $2 \mathrm{~N}+1$ and interacting via a Neuman Kac interaction of range N , in contact with particles reservoirs at different densities (see [10]).
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