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#### Abstract

In this paper, we introduce the concept of a cyclic $(\alpha, \beta)$-admissible mapping type $S$ and the notion of an $(\alpha, \beta)-(\psi, \varphi)$ contraction type $S$. We also establish fixed point results for such contractions along with the cyclic ( $\alpha, \beta$ )-admissibility type $S$ in complete b-metric spaces and provide some examples for supporting our result. Applying our new results, we obtain fixed point results for cyclic mappings and multidimensional fixed point results. As application, the existence of a solution of the nonlinear integral equation is discussed.
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## 1. Introduction

The well-known Banach's contraction principle has been generalized in many ways over the years ( $[5,7,9,13,15]$ ). One of the most interesting is the extension of Banach's contractions to case of weakly contractions which was first given by Alber et al. [3] in the framework of Hilbert spaces. Afterward, Rhoades [16] claimed that the Alber et al.'s fixed point result in [3] is also valid in complete metric spaces. In 2008, Dutta and Choudhury [12] extended the weak contractions by using the concept of an altering distance function, i.e., a function that alters distance between two points in a metric space, which was first introduced by Khan et al. [14]. They also established some fixed point results for such contractions in complete metric spaces.

In 2012, Samet et al. [18] introduced the famous concept of a very useful tool for proving the existence

[^0]theorems of fixed points which is called $\alpha$-admissibility. Also, they established various fixed point theorems for new nonlinear mapping satisfying some contractions in complete metric spaces. Later, in 2014, Alizadeh et al. [4] introduced the similar notion with $\alpha$-admissibility of Samet et al. [18], which is called cyclic $(\alpha, \beta)$-admissibility. They also obtained fixed point results for nonlinear mappings concerning such admissibility in the setting of complete metric spaces. Very recently, Sintunavarat [19] defined the notion of a new admissibility type which is called $\alpha$-admissibility type $S$. That is the motivation to write this work. He also showed that the class of $\alpha$-admissible mappings and the class of $\alpha$-admissible mappings type $S$ are independent and proved fixed point results for nonlinear mapping including this new class in b-metric spaces.

From above mentioned, we combine the concept of a cyclic $(\alpha, \beta)$-admissibility with the idea in [19] for defining the new type of a cyclical-admissibility called cyclic ( $\alpha, \beta$ )-admissibility type $S$. We also give some examples to show that the class of cyclic $(\alpha, \beta)$-admissible mappings and cyclic $(\alpha, \beta)$-admissible mappings type $S$ are independent. Moreover, we introduce the new contraction namely $(\alpha, \beta)-(\psi, \varphi)-$ contraction type $S$ and give the sufficient condition to guarantee the existence of fixed point results for nonlinear mapping satisfying such contractions in b-metric spaces. We offer an illustrative example to indicate the validity of the hypotheses and degree of utility of our results. As an application of our results, fixed point results for cyclic mappings, multidimensional fixed point results and the existence result of a solution for the nonlinear integral equation are given.

## 2. Preliminaries

In this section, we give some notations and basic knowledges. Throughout this paper, we denote by $\mathbb{N}$ and $\mathbb{R}$ the sets of positive integers and real numbers, respectively.

### 2.1. History of various kinds of contractions

The first well-known contractions were first introduced by Banach in his thesis [6] as follows.
Definition 2.1 ([6]). A self-mapping $T$ on a metric space $(X, d)$ is said to be contraction if there is $k \in[0,1)$ satisfying

$$
\begin{equation*}
d(T x, T y) \leqslant k d(x, y) \tag{2.1}
\end{equation*}
$$

for all $x, y \in X$.
In 1997, Rhoades [16] suggested the following contraction which was first introduced by Alber et al. [3] in the setting of inner product spaces.

Definition 2.2 ([16]). A self-mapping $T$ on a metric space ( $X, d$ ) is said to be weak contraction if

$$
\begin{equation*}
d(T x, T y) \leqslant d(x, y)-\varphi(d(x, y)) \tag{2.2}
\end{equation*}
$$

for all $x, y \in X$, where $\varphi:[0, \infty) \rightarrow[0, \infty)$ is a continuous and nondecreasing function with $\varphi(0)=0$ and $\varphi(t)>0$ for all $t>0$.

Remark 2.3. If we take $\phi(t)=(1-k) t$ for all $t \geqslant 0$, where $0 \leqslant k<1$, then the condition (2.2) becomes (2.1).

Rhoades [16] also established the following fixed point result for nonlinear mappings satisfying the weak contractive condition.

Theorem 2.4 ([16]). Let ( $\mathrm{X}, \mathrm{d}$ ) be a complete metric space and $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ satisfies the weak contractive condition (2.2). Then T has a unique fixed point.

In 1984, Khan et al. [14] introduced the concept of an altering distance function as follows.
Definition $2.5([14])$. A function $\psi:[0, \infty) \rightarrow[0, \infty)$ is called an altering distance function if the following properties are satisfied:

1. $\psi$ is continuous and monotone nondecreasing;
2. $\psi(t)=0$ if and only if $t=0$.

Note that if $\psi$ is an altering distance function, then it commutes with max, i.e., $\psi\left(\max \left\{s_{1}, s_{2}, \ldots, s_{N}\right\}\right)=$ $\max \left\{\psi\left(s_{1}\right), \psi\left(s_{2}\right), \ldots, \psi\left(s_{N}\right)\right\}$ for all $s_{1}, s_{2}, \ldots, s_{N} \in[0, \infty)$.

Here, we give some examples of an altering distance function.
Example 2.6. Let $\varphi_{i}:[0, \infty) \rightarrow[0, \infty), i \in\{1,2, \ldots, 5\}$ be defined by
$\left(\varphi_{1}\right) \varphi_{1}(t)=k t$ for all $t \in[0, \infty)$, where $k>0$;
$\left(\varphi_{2}\right) \varphi_{2}(t)=t^{k}$ for all $t \in[0, \infty)$, where $k>0$;
$\left(\varphi_{3}\right) \varphi_{3}(t)= \begin{cases}t^{2}, & t \in[0,1], \\ 1+\sqrt{t-1}, & t \in(1, \infty) ;\end{cases}$
$\left(\varphi_{4}\right) \varphi_{4}(t)=a^{t}-1$ for all $t \in[0, \infty)$, where $a>0$ and $a \neq 1 ;$
$\left(\varphi_{5}\right) \varphi_{5}(t)=\log (k t+1)$ for all $t \in[0, \infty)$, where $k>0$.
Then $\varphi_{i}$ is an altering distance function for each $\mathfrak{i} \in\{1,2, \ldots, 5\}$.
In 2008, Dutta and Choudhury [12] extended the concept of a weak contraction by using the concept of two altering distance functions and proved the fixed point results for such contractions as follows.

Theorem 2.7. Let $(X, d)$ be a complete metric space and $T: X \rightarrow X$ be a mapping satisfying the inequality

$$
\psi(d(T x, T y)) \leqslant \psi(d(x, y))-\varphi(d(x, y))
$$

for all $x, y \in X$, where $\psi, \varphi:[0, \infty) \rightarrow[0, \infty)$ are two altering distance functions. Then $T$ has a unique fixed point.
Afterward, Dorić [11] (see also [1]) replaced the continuity of $\varphi$ by "lower semi-continuous" and proved the following results.
Theorem 2.8 ([11]). Let $(X, d)$ be a complete metric space and $T: X \rightarrow X$ be a mapping satisfying the inequality

$$
\psi(d(T x, T y)) \leqslant \psi(N(x, y))-\varphi(N(x, y))
$$

for all $x, y \in X$, where $N(x, y)$ is given by

$$
N(x, y):=\max \left\{d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(y, T x)}{2}\right\}
$$

$\psi:[0, \infty) \rightarrow[0, \infty)$ is an altering distance function and $\varphi:[0, \infty) \rightarrow[0, \infty)$ is a lower semi-continuous function with $\varphi(\mathrm{t})=0$ if and only if $\mathrm{t}=0$. Then T has a unique fixed point.

### 2.2. History of various types of admissibility

In 2012, Samet et al. [18] introduced the concept of an $\alpha$-admissibility which is a very useful tool for proving the existence of fixed points as follows.

Definition 2.9 ([18]). Let $X$ be a nonempty set and $\alpha: X \times X \rightarrow[0, \infty)$ be a mapping. A self mapping $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ is said to be $\alpha$-admissible if the following condition holds:

$$
x, y \in X, \alpha(x, y) \geqslant 1 \Longrightarrow \alpha(T x, T y) \geqslant 1
$$

Example 2.10 ([18]). Let $X=[0, \infty)$ and define $T: X \rightarrow X$ and $\alpha: X \times X \rightarrow[0, \infty)$ by

$$
T x=\sqrt{x} \text { for all } x \in X
$$

and

$$
\alpha(x, y)= \begin{cases}e^{x-y}, & x \geqslant y \\ 0, & x<y\end{cases}
$$

Then, T is $\alpha$-admissible.

In 2014, Alizadeh et al. [4] introduced the notion of a cyclic $(\alpha, \beta)$-admissible mapping as follows.
Definition 2.11 ([4]). Let $X$ be a nonempty set, $T: X \rightarrow X$ be a mapping, and $\alpha, \beta: X \rightarrow[0, \infty)$ be two functions. We say that T is a cyclic $(\alpha, \beta)$-admissible mapping if the following conditions hold:

1. $\alpha(x) \geqslant 1$ for some $x \in X$ implies $\beta(T x) \geqslant 1$;
2. $\beta(x) \geqslant 1$ for some $x \in X$ implies $\alpha(T x) \geqslant 1$.

Example 2.12 ([4]). Let $X=\mathbb{R}$ and $T: X \rightarrow X$ be defined by $T(x)=-\left(x+x^{3}\right)$ for all $x \in X$ and let $\alpha, \beta: X \rightarrow[0, \infty)$ be defined by $\alpha(x)=e^{x}$ for all $x \in X$ and $\beta(x)=e^{-x}$ for all $x \in X$. Then $T$ is a cyclic $(\alpha, \beta)$-admissible mapping.

Recently, Sintunavarat [19] defined the notion of a new admissibility type which called $\alpha$-admissible mapping type $S$.

Definition 2.13 ([19]). Let $X$ be a nonempty set, $s$ be a given real number such that $s \geqslant 1$ and $\alpha: X \times X \rightarrow$ $[0, \infty)$ be a given mapping. A mapping $T: X \rightarrow X$ is said to be an $\alpha$-admissible mapping type $S$ if the following condition holds:

$$
x, y \in X \text { with } \alpha(x, y) \geqslant s \Longrightarrow \alpha(f x, f y) \geqslant s
$$

Example 2.14 ([19]). Let $X=\mathbb{R}, s=2$ and mappings $\alpha: X \times X \rightarrow[0, \infty)$ and $T: X \rightarrow X$ be defined by

$$
\alpha(x, y)=\left\{\begin{array}{ll}
x^{2}+y^{2}, & x, y \in[3,4], \\
\min \{1,|x-y|\}, & \text { otherwise },
\end{array} \quad \text { and } \quad T x= \begin{cases}3+\tanh (2 x+1), & x \in[3,4] \\
\frac{x}{2}, & x \in[0,3) \cup(4, \infty)\end{cases}\right.
$$

Then we can see that $T$ is an $\alpha$-admissible mapping type $S$. Moreover, $T$ is not an $\alpha$-admissible mapping.

## 2.3. b-metric spaces

In 1993, Czerwik [10] introduced the concept of a b-metric space which is a generalization of the metric space as follows.

Definition 2.15 ([10]). Let $X$ be a nonempty set and $s \geqslant 1$ be a given real number. Suppose that the mapping $\mathrm{d}: \mathrm{X} \times \mathrm{X} \rightarrow[0, \infty)$ satisfies the following conditions:
$\left(B M_{1}\right) d(x, y)=0$ if and only if $x=y ;$
$\left(B M_{2}\right) d(x, y)=d(y, x)$ for all $x, y \in X$;
$\left(B M_{3}\right) d(x, y) \leqslant s[d(x, z)+d(z, y)]$ for all $x, y, z, \in X$.
Then $(X, d)$ is called a b-metric space with the coefficient $s \geqslant 1$.
It is obvious that the class of b-metric spaces is effectively larger than that of metric spaces since any metric space is a b-metric space with $s=1$. The following examples show that, in general, a b-metric space need not necessarily be a metric space.

Example 2.16. Let $X=\mathbb{R}$ and the mapping $d: X \times X \rightarrow[0, \infty)$ be defined by

$$
d(x, y)=(x-y)^{2} \quad \text { for all } x, y \in X
$$

Then $(X, d)$ is a b-metric space with the coefficient $s=2$.
Example 2.17 ([19]). Let $(X, d)$ be a metric space and the mapping $\sigma_{d}: X \times X \rightarrow[0, \infty)$ be defined by

$$
\sigma_{d}(x, y)=[d(x, y)]^{p} \quad \text { for all } x, y \in X
$$

where $p>1$ is a fixed real number. Then $\left(X, \sigma_{d}\right)$ is a b-metric space with the coefficient $s=2^{p-1}$.

Next, we give the concepts of b-convergence, b-Cauchy sequence, b-continuity and b-completeness in b-metric spaces.

Definition 2.18 ([8]). Let ( $X, d$ ) be a b-metric space. Then a sequence $\left\{x_{n}\right\}$ in $X$ is called:
(a) b-convergent if there exists $x \in X$ such that $d\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow \infty$. In this case, we write $\lim _{n \rightarrow \infty} x_{n}=x$;
(b) b-Cauchy if $\mathrm{d}\left(\mathrm{x}_{\mathrm{n}}, \mathrm{x}_{\mathrm{m}}\right) \rightarrow 0$ as $\mathrm{n}, \mathrm{m} \rightarrow \infty$.

Each b-convergent sequence in b-metric spaces has a unique limit and it is also a b-Cauchy sequence. Moreover, in general, a b-metric is not continuous. So we need the following simple lemma about the $b$-convergent sequences in the proof of our main result.

Lemma 2.19 ([2]). Let $(X, d)$ be a $b$-metric space with coefficient $s \geqslant 1$ and let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be $b$-convergent to points $x, y \in X$, respectively. Then we have

$$
\frac{1}{s^{2}} d(x, y) \leqslant \liminf _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right) \leqslant \limsup _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right) \leqslant s^{2} d(x, y)
$$

In particular, if $x=y$, then we have $\lim _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right)=0$. Moreover, for each $z \in X$, we have

$$
\frac{1}{s} d(x, z) \leqslant \liminf _{n \rightarrow \infty} d\left(x_{n}, z\right) \leqslant \limsup _{n \rightarrow \infty} d\left(x_{n}, z\right) \leqslant \operatorname{sd}(x, z)
$$

Definition 2.20 ([8]). Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be two $b-m e t r i c ~ s p a c e s . ~$

1. The space $\left(X, d_{X}\right)$ is b-complete if every b-Cauchy sequence in $X b$-converges.
2. A function $f: X \rightarrow Y$ is $b$-continuous at a point $x \in X$ if it is $b$-sequentially continuous at $x$, that is, whenever $\left\{x_{n}\right\}$ is $b$-convergent to $x,\left\{f x_{n}\right\}$ is b-convergent to $f x$.

Definition 2.21 ([8]). Let $Y$ be a nonempty subset of a $b$-metric space ( $X, d$ ). The closure of $Y$ is denoted by $\bar{Y}$ and it is the set of limits of all convergent sequences of points in $Y$, i.e.,

$$
\bar{Y}:=\left\{x \in X: \text { there exists a sequence }\left\{x_{n}\right\} \text { in } Y \text { such that } \lim _{n \rightarrow \infty} x_{n}=x\right\} .
$$

Definition 2.22 ([8]). A subset $Y$ of a b-metric space ( $X, d$ ) is closed if and only if for each sequence $\left\{x_{n}\right\}$ in $Y$ which $b$-converges to an element $x \in X$, we have $x \in Y$ (i.e. $Y=\bar{Y}$ ).

### 2.4. Multidimensional

Let $n$ be a positive integer, $X$ a nonempty set and $X^{n}$ denotes the product space $\overbrace{X \times X \times \cdots \times X}^{n-\text { terms }}$. We let $\{A, B\}$ be a partition of $\Lambda_{n}=\{1,2, \ldots, n\}$, that is, $A \cup B=\Lambda_{n}$ and $A \cap B=\varnothing$. Then we denote:

$$
\Omega_{A, B}=\left\{\sigma: \Lambda_{n} \rightarrow \Lambda_{n}: \sigma(A) \subseteq A \text { and } \sigma(B) \subseteq B\right\}
$$

and

$$
\Omega_{A, B}^{\prime}=\left\{\sigma: \Lambda_{n} \rightarrow \Lambda_{n}: \sigma(A) \subseteq B \text { and } \sigma(B) \subseteq A\right\} .
$$

Henceforth, let $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ be $n$ mappings from $\Lambda_{n}$ into itself and let $\Upsilon$ be the ( $n$ )-tuple $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$.
Definition 2.23. ([17]) Let $X$ be a nonempty set. A point $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in X^{n}$ is called a $\Upsilon$-coincidence point of the mapping $F: X^{n} \rightarrow X$ and $g: X \rightarrow X$ if for all $i \in\{1,2, \ldots n\}$,

$$
F\left(x_{\sigma_{i}(1)}, x_{\sigma_{i}(2)}, \ldots, x_{\sigma_{i}(n)}\right)=g x_{i} .
$$

If $g$ is identity mapping on $X$, then $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in X^{n}$ is called ar-fixed point of $F$.

## 3. Uni-dimensional fixed point theorems for $(\alpha, \beta)-(\psi, \varphi)$-contractions type $S$

In this section, we introduce the concept of a cyclic $(\alpha, \beta)$-admissible mapping type $S$ and prove the fixed point theorems for such mappings.

Now, we present the new type of a cyclic $(\alpha, \beta)$-admissible mapping so called cyclic $(\alpha, \beta)$-admissible mapping type $S$ as follows:

Definition 3.1. Let $X$ be a nonempty set, $s$ be a given real number such that $s \geqslant 1, T: X \rightarrow X$ be a mapping, and $\alpha, \beta: X \rightarrow[0, \infty)$ be two mappings. We say that T is a cyclic $(\alpha, \beta)$-admissible mapping type $S$ if

1. $\alpha(x) \geqslant s$ for some $x \in X$ implies $\beta(T x) \geqslant s$;
2. $\beta(x) \geqslant s$ for some $x \in X$ implies $\alpha(T x) \geqslant s$.

Next, we give some examples to show that the class of cyclic $(\alpha, \beta)$-admissible mappings and the class of cyclic $(\alpha, \beta)$-admissible mappings type $S$ are different.

Example 3.2. Let $X=[0, \infty)$ with $s=2$ and $T: X \rightarrow X$ be defined by

$$
T x= \begin{cases}3+|\sin x|, & x \in[3,4] \\ \frac{1}{x+1}, & x \in[0,3) \cup(4, \infty)\end{cases}
$$

Define two mappings $\alpha, \beta: X \rightarrow[0, \infty)$ by

$$
\alpha(x)=\left\{\begin{array}{ll}
x^{2}, & x \in[3,4], \\
1, & \text { otherwise }
\end{array} \quad \text { and } \quad \beta(x)= \begin{cases}2 x, & x \in[3,4] \\
\frac{1}{x+1}, & \text { otherwise }\end{cases}\right.
$$

Here we claim that $T$ is a cyclic $(\alpha, \beta)$-admissible mapping type $S$. If $\alpha(x) \geqslant 2$, then we have $x \in[3,4]$ and so $T x=3+|\sin x| \in[3,4]$. Consequently $\beta(T x) \geqslant 2$. If $\beta(x) \geqslant 2$, then we have $x \in[3,4]$ and so $T x=$ $3+|\sin x| \in[3,4]$. Consequently $\alpha(T x) \geqslant 2$. Then $T$ is a cyclic $(\alpha, \beta)$-admissible mapping type $S$. Further, $T$ is not a cyclic $(\alpha, \beta)$-admissible mapping. Indeed, if $x=1$ then $\alpha(x)=1$, but $\beta(T x)=\beta(1 / 2)=2 / 3<1$.

Example 3.3. Let $X=\mathbb{R}$ with $s=2$ and $T: X \rightarrow X$ be defined by

$$
\mathrm{T} x= \begin{cases}\frac{x}{2}, & x \in(-\infty,-2] \cup\{0\} \cup[2, \infty) \\ -\left(x+x^{3}\right), & \text { otherwise }\end{cases}
$$

Define two mappings $\alpha, \beta: X \rightarrow[0, \infty)$ by

$$
\alpha(x)=\left\{\begin{array}{ll}
2, & x=0, \\
x+\cosh (3 x+2), & x \in[2, \infty), \\
e^{x}, & \text { otherwise }
\end{array} \quad \text { and } \quad \beta(x)= \begin{cases}2+\ln |x+1|, & x \in(-\infty,-2] \\
e^{-x}, & \text { otherwise }\end{cases}\right.
$$

Here we claim that $T$ is a cyclic $(\alpha, \beta)$-admissible mapping. If $\alpha(x) \geqslant 1$, then we must have $x \in[0, \infty)$.
Case I: $x \in[2, \infty)$, then $T x \in(-\infty,-1]$. Clearly, in case $T x \in(-\infty,-2]$, we get $\beta(T x) \geqslant 2>1$. On the other hand, $T x \in(-2,-1]$, then $\beta(T x)=e^{-T x} \geqslant 1$.
Case II: $x \in[0,2)$, then $\beta(T x)=e^{-T x} \geqslant 1$.
If $\beta(x) \geqslant 1$, then we must have $x \in(-\infty, 0]$.
Case I: $x \in(-\infty,-2]$, then $T x \in[1, \infty)$. Clearly, in case $T x \in[2, \infty)$, we get $\alpha(T x) \geqslant 2>1$. Otherwise, $T x \in[1,2)$, then $\alpha(T x)=e^{T x}>1$.

Case II: $x \in(-2,0]$, then $\alpha(T x) \geqslant 1$.
Therefore $T$ is cyclic $(\alpha, \beta)$-admissible mapping. Moreover, $T$ is not cyclic $(\alpha, \beta)$-admissible mapping type $S$ with $s=2$. Indeed, if $x=0$ then $\alpha(x)=2=s$, but $\beta(T x)=\beta(0)=e^{0}=1<2$.

Throughout this work, unless otherwise stated, $F(T)$ stands for the set of all fixed points of self mapping $T$ on a nonempty set $X$, that is,

$$
F(T):=\{x \in X \mid T x=x\} .
$$

Unless otherwise specified, we denote by $\Psi$ and $\Phi$ the following sets

$$
\Psi:=\{\psi:[0, \infty) \rightarrow[0, \infty): \psi \text { is an altering distance function }\}
$$

and

$$
\Phi:=\{\varphi:[0, \infty) \rightarrow[0, \infty): \varphi \text { is lower semi-continuous with } \varphi(t)=0 \text { if and only if } t=0\}
$$

Definition 3.4. Let ( $X, d$ ) be a b-metric space with the coefficient $s \geqslant 1$ and $\alpha, \beta: X \rightarrow[0, \infty)$ be two given mappings. A mapping $T: X \rightarrow X$ is said to be an $(\alpha, \beta)-(\psi, \varphi)$-contraction mapping type $S$ if and only if

$$
x, y \in X, \quad \alpha(x) \beta(y) \geqslant s \Rightarrow \psi\left(s^{3} d(T x, T y) \leqslant \psi(d(x, y))-\varphi(d(x, y))\right.
$$

where $\psi \in \Psi$ and $\varphi \in \Phi$.
Theorem 3.5. Let $(X, d)$ be a complete $b$-metric space with the coefficient $s \geqslant 1$, and $T: X \rightarrow X$ be an $(\alpha, \beta)$ $(\psi, \varphi)$-contraction mapping type $S$ and the following conditions hold:
(a) T is a cyclic $(\alpha, \beta)$-admissible mapping type S ;
(b) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}\right) \geqslant s$ and $\beta\left(x_{0}\right) \geqslant s$;
(c) T is continuous, or
( $c^{\prime}$ ) if $\left\{x_{n}\right\}$ is a sequence in $X$ and it converges to $x \in X$ and $\beta\left(x_{n}\right) \geqslant s$ for all $n \in \mathbb{N}$ then $\beta(x) \geqslant s$.
Then T has a fixed point in X . Furthermore, if $\alpha(x) \beta(y) \geqslant s$ for all $x, y \in \mathrm{~F}(\mathrm{~T})$, then the fixed point of T is unique.
Proof. Let $x_{0} \in X$ be a point in the assumption (b) and then $\alpha\left(x_{0}\right) \geqslant s$ and $\beta\left(x_{0}\right) \geqslant s$. Define the sequence $\left\{x_{n}\right\}$ by $x_{n}=T^{n} x_{0}=T x_{n-1}$ for all $n \in \mathbb{N}$. From the fact that $T$ is a cyclic $(\alpha, \beta)$-admissible mapping type $S$ and $\alpha\left(x_{0}\right) \geqslant s$, we get $\beta\left(x_{1}\right)=\beta\left(T x_{0}\right) \geqslant s$ which implies that $\alpha\left(x_{2}\right)=\alpha\left(T x_{1}\right) \geqslant s$. Continuing this method, we get $\alpha\left(x_{2 n}\right) \geqslant s$ and $\beta\left(x_{2 n-1}\right) \geqslant s$ for all $n \in \mathbb{N}$. By similar argument, we can see that $\alpha\left(x_{2 n-1}\right) \geqslant s$ and $\beta\left(x_{2 n}\right) \geqslant s$ for all $n \in \mathbb{N}$. This yields that $\alpha\left(x_{n}\right) \geqslant s$ and $\beta\left(x_{n}\right) \geqslant s$ for all $n \in \mathbb{N} \cup\{0\}$ and hence $\alpha\left(x_{n-1}\right) \beta\left(x_{n}\right) \geqslant s$ for all $n \in \mathbb{N}$. By the $(\alpha, \beta)-(\psi, \varphi)$-contractive type $S$ condition of $T$, we have

$$
\begin{equation*}
\psi\left(s^{3} d\left(x_{n}, x_{n+1}\right) \leqslant \psi\left(d\left(x_{n-1}, x_{n}\right)\right)-\varphi\left(d\left(x_{n-1}, x_{n}\right)\right)\right. \tag{3.1}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Since $\psi$ is nondecreasing and $s \geqslant 1$, we get $d\left(x_{n}, x_{n+1}\right) \leqslant s^{3} d\left(x_{n}, x_{n+1}\right) \leqslant d\left(x_{n-1}, x_{n}\right)$. This mean that the sequence $\left\{d\left(x_{n}, x_{n+1}\right)\right\}$ is nonincreasing and hence there exists some non-negative real number $r$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=r \tag{3.2}
\end{equation*}
$$

Taking the limit supremum as $n \rightarrow \infty$ in (3.1), by using (3.2) and the property of $\psi$ and $\varphi$, we have

$$
\psi\left(s^{3} r\right) \leqslant \psi(r)-\varphi(r) \leqslant \psi(r)
$$

This which implies that $\varphi(r)=0$ and thus $r=0$. Hence,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=0 \tag{3.3}
\end{equation*}
$$

Next, we prove that $\left\{x_{n}\right\}$ is a b-Cauchy sequence in $X$. Suppose the contrary, then there exists $\epsilon>0$ for which we can find subsequences $\left\{x_{m(k)}\right\}$ and $\left\{x_{n(k)}\right\}$ of $\left\{x_{n}\right\}$ with $n(k)>m(k) \geqslant k$ such that

$$
\begin{equation*}
\mathrm{d}\left(\mathrm{x}_{\mathfrak{m}(\mathrm{k})}, \mathrm{x}_{\mathrm{n}(\mathrm{k})}\right) \geqslant \epsilon \tag{3.4}
\end{equation*}
$$

and $n(k)$ is the smallest number such that (3.4) holds. That is

$$
\begin{equation*}
d\left(x_{m(k)}, x_{n(k)-1}\right)<\epsilon \tag{3.5}
\end{equation*}
$$

By $\left(\mathrm{BM}_{3}\right)$, (3.4), and (3.5), we get

$$
\epsilon \leqslant d\left(x_{m(k)}, x_{n(k)}\right) \leqslant s\left[d\left(x_{m(k)}, x_{n(k)-1}\right)+d\left(x_{n(k)-1}, x_{n(k)}\right)\right]<s \epsilon+d\left(x_{n(k)-1}, x_{n(k)}\right)
$$

Taking the limit supremum as $k \rightarrow \infty$ in above inequality, by using (3.3) we get

$$
\begin{equation*}
\epsilon \leqslant \limsup _{k \rightarrow \infty} d\left(x_{\mathfrak{m}(k)}, x_{n(k)}\right) \leqslant s \epsilon \tag{3.6}
\end{equation*}
$$

Since,

$$
\begin{equation*}
d\left(x_{m(k)}, x_{n(k)}\right) \leqslant s\left[d\left(x_{m(k)}, x_{n(k)+1}\right)+d\left(x_{n(k)+1}, x_{n(k)}\right)\right] \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(x_{\mathfrak{m}(k)}, x_{n(k)+1}\right) \leqslant s\left[d\left(x_{m(k)}, x_{n(k)}\right)+d\left(x_{n(k)}, x_{n(k)+1}\right)\right] \tag{3.8}
\end{equation*}
$$

Taking limit supremum as $k \rightarrow \infty$ in (3.7) and (3.8), by using from (3.3) and (3.6), we get

$$
\begin{equation*}
\epsilon \leqslant s\left(\operatorname{limsupd}_{k \rightarrow \infty} d\left(x_{m(k)}, x_{n(k)+1}\right)\right) \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{limsupd}_{k \rightarrow \infty}\left(x_{\mathfrak{m}(k)}, x_{n(k)+1}\right) \leqslant s^{2} \epsilon \tag{3.10}
\end{equation*}
$$

By the inequalities (3.9) and (3.10), we have

$$
\frac{\epsilon}{s} \leqslant \operatorname{limsupd}_{k \rightarrow \infty}\left(x_{m(k)}, x_{n(k)+1}\right) \leqslant s^{2} \epsilon
$$

Similarly, we can show that

$$
\frac{\epsilon}{s} \leqslant \operatorname{limsupd}_{k \rightarrow \infty}\left(x_{m}(k)+1, x_{n(k)}\right) \leqslant s^{2} \epsilon
$$

Finally, since

$$
\begin{aligned}
d\left(x_{\mathfrak{m}(k)+1}, x_{n(k)+1}\right) & \leqslant s\left[d\left(x_{\mathfrak{m}(k)+1}, x_{\mathfrak{m}(k)}\right)+d\left(x_{\mathfrak{m}(k)}, x_{\mathfrak{n}(k)+1}\right)\right] \\
& \leqslant s d\left(x_{\mathfrak{m}(k)+1}, x_{\mathfrak{m}(k)}\right)+s^{2}\left[d\left(x_{\mathfrak{m}(k)}, x_{n(k)}\right)+d\left(x_{n(k)}, x_{n(k)+1}\right)\right]
\end{aligned}
$$

it follows that

$$
\begin{equation*}
\operatorname{limsupd}_{k \rightarrow \infty}\left(x_{\mathfrak{m}(k)+1}, x_{n(k)+1}\right) \leqslant s^{3} \epsilon \tag{3.11}
\end{equation*}
$$

By $\left(B M_{3}\right)$, we get

$$
\begin{align*}
d\left(x_{\mathfrak{m}(k)}, x_{\mathfrak{n}(k)}\right) & \leqslant s\left[d\left(x_{\mathfrak{m}(k)}, x_{\mathfrak{m}(k)+1}\right)+d\left(x_{\mathfrak{m}(k)+1}, x_{n(k)}\right)\right] \\
& \leqslant \operatorname{sd}\left(x_{\mathfrak{m}(k)}, x_{\mathfrak{m}(k)+1}\right)+s^{2}\left[d\left(x_{\mathfrak{m}(k)+1}, x_{n}(k)+1\right)+d\left(x_{n}(k)+1, x_{n}(k)\right)\right] . \tag{3.12}
\end{align*}
$$

Taking limit supremum as $k \rightarrow \infty$ in (3.12) and using (3.3) and (3.6), we have,

$$
\begin{equation*}
\frac{\epsilon}{s^{2}} \leqslant \operatorname{limsupd}_{k \rightarrow \infty}\left(x_{m(k)+1}, x_{n(k)+1}\right) \tag{3.13}
\end{equation*}
$$

By inequalities (3.11) and (3.13), we have

$$
\begin{equation*}
\frac{\epsilon}{s^{2}} \leqslant \operatorname{limsupd}_{k \rightarrow \infty}\left(x_{m(k)+1}, x_{n(k)+1}\right) \leqslant s^{3} \epsilon \tag{3.14}
\end{equation*}
$$

Since, $\alpha\left(x_{n_{k}}\right) \beta\left(x_{m_{k}}\right) \geqslant s$ for all $k \in \mathbb{N}$. By the $(\alpha, \beta)-(\psi, \varphi)$-contraction type $S$ of $T$, we have

$$
\begin{equation*}
\psi\left(s^{3} d\left(x_{m(k)+1}, x_{n(k)+1}\right)\right) \leqslant \psi\left(d\left(x_{m(k)}, x_{n(k)}\right)\right)-\varphi\left(d\left(x_{m(k)}, x_{n(k)}\right)\right) \tag{3.15}
\end{equation*}
$$

Letting $k \rightarrow \infty$ in (3.15) and using (3.14), (3.6), and the properties of $\psi$ and $\varphi$, we have

$$
\begin{aligned}
\psi(s \epsilon)=\psi\left(s^{3}\left(\frac{\epsilon}{s^{2}}\right)\right) & \leqslant \psi\left(s^{3} \operatorname{limsupd}_{k \rightarrow \infty}\left(x_{m(k)+1}, x_{n(k)+1}\right)\right) \\
& \leqslant \psi\left(\operatorname{limsupd}_{k \rightarrow \infty}\left(x_{m(k)}, x_{n(k)}\right)\right)-\varphi\left(\operatorname{liminfd}_{k \rightarrow \infty}\left(x_{m(k)}, x_{n}(k)\right)\right) \leqslant \psi(s \epsilon)-\varphi(\epsilon)
\end{aligned}
$$

This implies that $\varphi(\epsilon)=0$ and hence $\epsilon=0$, which is a contradiction. Therefore, $\left\{x_{n}\right\}$ is a b-Cauchy sequence. By the completeness of $b$-metric space $X$, there exists $x \in X$ such that

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0
$$

Assume that the assumption (c) holds, then we get

$$
\lim _{n \rightarrow \infty} d\left(T x_{n}, T x\right)=0
$$

Since,

$$
d(x, T x) \leqslant s\left[d\left(x, T x_{n}\right)+d\left(T x_{n}, T x\right)\right]
$$

for all $n \in \mathbb{N} \cup\{0\}$. Taking limit as $n \rightarrow \infty$ in above inequality, we obtain

$$
d(x, T x)=0
$$

and hence $T x=x$. Now, assume that the assumption $\left(c^{\prime}\right)$ holds, then we get $\alpha\left(x_{n}\right) \beta(x) \geqslant s$. Since $T$ is an $(\alpha, \beta)-(\psi, \varphi)$-contraction mapping type $S$, we have

$$
\begin{equation*}
\psi\left(s^{3} d\left(x_{n+1}, T x\right)\right) \leqslant \psi\left(d\left(x_{n}, x\right)\right)-\varphi\left(d\left(x_{n}, x\right)\right) \tag{3.16}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Taking the limit supremum as $n \rightarrow \infty$ in (3.16), we get $\psi\left(s^{3} d(x, T x)\right) \leqslant 0$. Hence, $d(x, T x)=0$, that is $T x=x$.

For proving the uniqueness of fixed point of $T$, suppose that $x$ and $x^{*}$ are two fixed points of $T$ with $x \neq x^{*}$. From the hypothesis, we obtain that $\alpha(x) \beta\left(x^{*}\right) \geqslant s$. Since $T$ is an $(\alpha, \beta)-(\psi, \varphi)$-contraction mapping type $S$, we have

$$
\psi\left(s^{3} d\left(x, x^{*}\right)\right)=\psi\left(s^{3} d\left(T x, T x^{*}\right)\right) \leqslant \psi\left(d\left(x, x^{*}\right)\right)-\varphi\left(d\left(x, x^{*}\right)\right)<\psi\left(d\left(x, x^{*}\right)\right)
$$

This yields that $s^{3} d\left(x, x^{*}\right)<d\left(x, x^{*}\right)$, which is a contradiction. Hence $x=x^{*}$. This completes the proof.
Example 3.6. Let $X=\mathbb{R}$ with the b-metric $d: X \times X \rightarrow[0, \infty)$ given by $d(x, y)=(x-y)^{2}$ for all $x, y \in X$.
 $\alpha, \beta: X \rightarrow[0, \infty)$ by

$$
\mathrm{T} x=-\sinh ^{-1} \frac{x}{4} \text { for all } x \in X, \quad \alpha(x)=\left\{\begin{array}{ll}
2, & \text { if } x \in[0, \infty), \\
0, & \text { otherwise },
\end{array} \quad \text { and } \quad \beta(x)= \begin{cases}2, & \text { if } x \in(-\infty, 0] \\
0 & \text { otherwise }\end{cases}\right.
$$

Also, we define $\psi$ and $\varphi$ by $\psi(t)=k t$ and $\varphi(t)=\frac{k t}{2}$ for all $t \in[0, \infty)$, where $1<k<2$.
Now we will show that $T$ is a cyclic $(\alpha, \beta)$-admissible mapping type $S$. Let $\alpha(x) \geqslant s=2$ for some $x \in X$. Then $x \in[0, \infty)$ and $T x \in(-\infty, 0]$. Thus $\beta(T x) \geqslant 2$. Similarly, if $\beta(x) \geqslant s=2$ for some $x \in X$, then $x \in(-\infty, 0]$ and $T x \in[0, \infty)$ and hence $\alpha(T x) \geqslant 2$. Hence, $T$ is a cyclic $(\alpha, \beta)$-admissible mapping type $S$.

Next, we will prove that $T$ is an $(\alpha, \beta)-(\psi, \varphi)$-contraction mapping type $S$. Suppose that $x, y \in X$ such that $\alpha(x) \beta(y) \geqslant s=2$. Then we get $x \in[0, \infty)$ and $y \in(-\infty, 0]$ and so we have

$$
\begin{aligned}
\psi\left(2^{3} d(T x, T y)\right)=8 k(T x-T y)^{2} & =8 k\left(\sinh ^{-1} \frac{x}{4}-\sinh ^{-1} \frac{y}{4}\right)^{2} \\
\leqslant & 8 k\left(\frac{x}{4}-\frac{y}{4}\right)^{2}=\frac{k}{2}(x-y)^{2} \\
& =k(x-y)^{2}-\frac{k}{2}(x-y)^{2}=\psi(d(x, y))-\varphi(d(x, y))
\end{aligned}
$$

Then $T$ is $(\alpha, \beta)-(\psi, \varphi)$-contraction type $S$.
It is easy to see that there is $x_{0} \in X$ such that $\alpha\left(x_{0}\right) \geqslant s$ and $\beta\left(x_{0}\right) \geqslant s$. Moreover, $T$ is continuous. Therefore, all conditions of Theorem 3.5 hold. So we can conclude that $T$ has a fixed point, that is, a point $0 \in \mathrm{X}$.

Remark 3.7. By using the same technique in Theorem 3.5, we can replace the condition (c) or ( $c^{\prime}$ ) by the following condition:

- if $\left\{x_{n}\right\}$ is a sequence in $X$ that converges to $x \in X$ and $\alpha\left(x_{n}\right) \geqslant s$ for all $n \in \mathbb{N}$, then $\alpha(x) \geqslant s$.

From Theorem 3.5, we can proof the following corollary and then the details are omitted.
Corollary 3.8. Let $(X, d)$ be a complete b-metric space with constant $s \geqslant 1, \alpha, \beta: X \rightarrow[0, \infty)$ be two given mappings and $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping satisfying the following inequality:

$$
\alpha(x) \beta(y) \psi\left(s^{3} d(T x, T y)\right) \leqslant \psi(d(x, y))-\varphi(d(x, y))
$$

for all $x, y \in X$, where $\psi \in \Psi$ and $\varphi \in \Phi$. Suppose that the following conditions hold:
(a) T is a cyclic $(\alpha, \beta)$-admissible mapping type S ;
(b) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}\right) \geqslant s$ and $\beta\left(x_{0}\right) \geqslant s$;
(c) T is continuous, or
(c') if $\left\{x_{n}\right\}$ is a sequence in $X$ that converges to $x \in X$ and $\beta\left(x_{n}\right) \geqslant s$ for all $n$, then $\beta(x) \geqslant s$ or
$\left(c^{\prime \prime}\right)$ if $\left\{x_{n}\right\}$ is a sequence in $X$ that converges to $x \in X$ and $\alpha\left(x_{n}\right) \geqslant s$ for all $n$, then $\alpha(x) \geqslant s$.
Then $T$ has a fixed point in $X$. Furthermore, if $\alpha(x) \beta(y) \geqslant s$ for all $x, y \in F(T)$, then the fixed point of $T$ is unique.
It has been pointed out in some studies that the fixed point results for cyclic mappings can be concluded from Theorem 3.5 under some suitable cyclic ( $\alpha, \beta$ )-admissible mappings type $S$.

Theorem 3.9. Let $A$ and $B$ be two closed subsets of a complete $b$-metric space $(X, d)$ with constant $s \geqslant 1$ such that $A \cap B \neq \emptyset$ and $T: A \cup B \rightarrow A \cup B$ be a cyclic mapping, i.e., $T(A) \subseteq B$ and $T(B) \subseteq A$, satisfying

$$
\begin{equation*}
\psi\left(s^{3} d(T x, T y)\right) \leqslant \psi(d(x, y))-\varphi(d(x, y)) \tag{3.17}
\end{equation*}
$$

for all $x \in A$ and $y \in B$, where $\psi \in \Psi$ and $\varphi \in \Phi$. Then $T$ has a unique fixed point in $A \cap B$.
Proof. Let $\alpha, \beta: X \rightarrow[0, \infty)$ be defined by

$$
\alpha(x)=\left\{\begin{array}{ll}
s, & \text { if } x \in A, \\
0, & \text { otherwise },
\end{array} \quad \text { and } \quad \beta(x)= \begin{cases}s, & \text { if } x \in B \\
0, & \text { otherwise }\end{cases}\right.
$$

Now we will show that $T$ is an $(\alpha, \beta)-(\psi, \varphi)$-contraction mapping type $S$. Assume that $x, y \in X$ with $\alpha(x) \beta(y) \geqslant s$. Then we have $x \in A$ and $y \in B$. By the inequality (3.17), we have

$$
\psi\left(s^{3} d(T x, T y)\right) \leqslant \psi(d(x, y))-\varphi(d(x, y))
$$

So $T$ is an $(\alpha, \beta)-(\psi, \varphi)$-contraction mapping type $S$.
Next, we will show that $T$ is a cyclic $(\alpha, \beta)$-admissible mapping type $S$.

- If $\alpha(x) \geqslant s$ for some $x \in X$, then $x \in A$ and $T x \in B$ and thus $\beta(T x) \geqslant s$.
- If $\beta(x) \geqslant s$ for some $x \in X$, then $x \in B$ and $T x \in A$ and hence $\alpha(T x) \geqslant s$.

Therefore, $T$ is a cyclic $(\alpha, \beta)$-admissible mapping type $S$.
It follows from the definitions of $\alpha$ and $\beta$ and the fact that $A \cap B \neq \emptyset$ that there is $x_{0} \in A \cap B$ such that $\alpha\left(x_{0}\right) \geqslant s$ and $\beta\left(x_{0}\right) \geqslant s$.

Finally, we will show that the condition ( $c^{\prime}$ ) in Theorem 3.5 holds. Assume that $\left\{x_{n}\right\}$ is a sequence in $X$ such that $\beta\left(x_{n}\right) \geqslant s$ for all $n \in \mathbb{N}$ and $x_{n} \rightarrow x_{\star}$ as $n \rightarrow \infty$. Then $x_{n} \in B$ for all $n \in \mathbb{N}$. Since $B$ is a closed subset of $X$, we obtain $x_{\star} \in B$ and so $\beta\left(x_{\star}\right) \geqslant s$.

Therefore, all conditions in Theorem 3.5 hold and thus $T$ has a fixed point in $A \cup B$. Assume that $z \in A \cup B$ is a fixed point of $T$. If $z \in A$, then $z=T z \in B$. In case $z \in B$, we get $z=T z \in A$. Therefore, $z \in A \cap B$. Moreover, the fixed point of $T$ is unique since $\alpha(x) \beta(y)=s^{2} \geqslant s$ for all $x, y \in F(T)$.

Example 3.10. Let $X=\mathbb{R}$ with the b-metric $d$ given by $d(x, y)=(x-y)^{2}$ for all $x, y \in X$, let $A=[-1,0]$ and $B=[0,1]$. Define the mapping $T: A \cup B \rightarrow A \cup B$ by

$$
T x=-\frac{x}{8(2+x)} \text { for all } x \in X
$$

It is easy to see that $T$ is a cyclic mapping. Now we will show that the inequality (3.17) holds with $\psi$ and $\varphi$ which are defined by $\psi(t)=k t$ and $\varphi(t)=\frac{k t}{2}$ for all $t \in[0, \infty)$, where $k$ is a fixed nonnegative real number. Let $x \in A$ and $y \in B$. Then we get

$$
\begin{aligned}
\psi\left(2^{3} d(T x, T y)\right) & =8 k\left(\frac{x}{8(2+x)}-\frac{y}{8(2+y)}\right)^{2} \\
& =\frac{k}{2}\left(\frac{x-y}{(2+x)(2+y)}\right)^{2} \leqslant \frac{k}{2}(x-y)^{2}=k(x-y)^{2}-\frac{k}{2}(x-y)^{2}=\psi(d(x, y))-\varphi(d(x, y))
\end{aligned}
$$

Therefore, all conditions in Theorem 3.9 are satisfied and so we obtain that $T$ has a unique fixed point in $A \cap B$, that is, a point $0 \in A \cap B$.

## 4. Multidimensional fixed point theorems for $(\alpha, \beta)-(\psi, \varphi)$-contraction mappings type $S$

In this section, we apply Theorem 3.5 for proving the multidimensional fixed point results. First we shall give some results which are very important for our consideration.

Lemma 4.1. Let $(X, d)$ be a $b$-metric space with the coefficient $s \geqslant 1$. Define a mapping $D_{n}: X^{n} \times X^{n} \rightarrow \mathbb{R}$ by

$$
D_{n}(A, B)=\max _{1 \leqslant i \leqslant n} d\left(a_{i}, b_{i}\right)
$$

for all $A=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $B=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. Then $D_{n}$ is a b-metric on $X^{n}$. Moreover, if $(X, d)$ is complete, then $\left(\mathrm{X}^{n}, \mathrm{D}_{\mathrm{n}}\right)$ is also complete.

Lemma 4.2. Let $(X, d)$ be a b-metric space with the coefficient $s \geqslant 1, \mathrm{~F}: \mathrm{X}^{\mathrm{n}} \rightarrow \mathrm{X}$ be a mapping, and $\{\mathrm{A}, \mathrm{B}\}$ is a partition of $\{1,2, \ldots, n\}$. Suppose that $\Upsilon=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$ is an $n$-tuple of mappings from $\{1,2, \ldots, n\}$ into itself verifying $\sigma_{i} \in \Omega_{A, B}$ if $i \in A$ and $\sigma_{i} \in \Omega_{A, B}^{\prime}$ if $i \in B$. If $F_{\Upsilon}: X^{n} \rightarrow X^{n}$ is defined by

$$
F_{\Upsilon}(x)=\left(\begin{array}{l}
F\left(x_{\sigma_{1}(1)}, x_{\sigma_{1}(2)}, \ldots, x_{\sigma_{1}(n)}\right), \\
F\left(x_{\sigma_{2}(1)}, x_{\sigma_{2}(2)}, \ldots, x_{\sigma_{2}(n)}\right), \\
\vdots \\
F\left(x_{\sigma_{n}(1)}, x_{\sigma_{n}(2)}, \ldots, x_{\sigma_{n}(n)}\right),
\end{array}\right)
$$

for all $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in X^{n}$, then the following assertions hold:

1. if F is continuous, then $\mathrm{F}_{\Upsilon}$ is continuous;
2. $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in X^{n}$ is a $r$-fixed point of the mapping $F$ if and only if $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in X^{n}$ is a fixed point $\mathrm{F}_{\mathrm{r}}$.
Theorem 4.3. Let $(X, d)$ be a complete $b$-metric space with the coefficient $s \geqslant 1$, and $\{A, B\}$ is a partition of $\{1,2, \ldots, n\}$ and $\Upsilon=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$ be an $n$-tuple of permutations from $\{1,2, \ldots, n\}$ into itself verifying $\sigma_{i} \in$ $\Omega_{A, B}$ if $i \in A$ and $\sigma_{i} \in \Omega_{A, B}^{\prime}$ if $i \in B$. Suppose that $F: X^{n} \rightarrow X$ and $g: X \rightarrow X$ are two mappings such that there exist $\psi, \varphi \in \Psi$ satisfying

$$
\psi\left(s^{3} d\left(F\left(x_{1}, x_{2}, \ldots, x_{n}\right), F\left(y_{1}, y_{2}, \ldots, y_{n}\right)\right)\right) \leqslant \psi\left(\max _{1 \leqslant i \leqslant n} d\left(x_{i}, y_{i}\right)\right)-\varphi\left(\max _{1 \leqslant i \leqslant n} d\left(x_{i}, y_{i}\right)\right)
$$

for all $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right), y=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in X^{n}$. If $F$ is continuous, then $F$ has a $\Upsilon_{\text {-fixed point. }}$
Proof. Let $Y=X^{n}$, then $\left(Y, D_{n}\right)$ is complete b-metric spaces and $F_{\Upsilon}: X^{n} \rightarrow X^{n}$ be define as Lemma 4.2. Since, $F$ is continuous, we have that $F_{\Upsilon}$ is continuous. Let $A=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $B=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ are element $Y$, then

$$
\begin{aligned}
& D_{n}\left(F_{\curlyvee} A, F_{\Upsilon} B\right)=D_{n}\left(F_{\Upsilon}\left(x_{1}, x_{2}, \ldots, x_{n}\right), F_{\Upsilon}\left(y_{1}, y_{2}, \ldots, y_{n}\right)\right) \\
& =D_{n}\left(\left(\begin{array}{l}
F\left(x_{\sigma_{1}(1)}, x_{\sigma_{1}(2)}, \ldots, x_{\sigma_{1}(n)}\right), \\
F\left(x_{\sigma_{2}(1)}, x_{\sigma_{2}(2)}, \ldots, x_{\sigma_{2}(n)}\right), \\
\vdots \\
F\left(x_{\sigma_{n}(1)}, x_{\sigma_{n}(2)}, \ldots, x_{\sigma_{n}(n)}\right),
\end{array}\right),\left(\begin{array}{l}
F\left(y_{\sigma_{1}(1)}, y_{\sigma_{1}(2)}, \ldots, y_{\sigma_{1}(n)}\right), \\
F\left(y_{\sigma_{2}(1)}, y_{\sigma_{2}(2)}, \ldots, y_{\sigma_{2}(n)}\right), \\
\vdots \\
\left.F\left(y_{\sigma_{n}(1)}\right), y_{\sigma_{n}(2)}, \ldots, y_{\sigma_{n}(n)}\right),
\end{array}\right)\right) \\
& =\max _{1 \leqslant i \leqslant n} d\left(F\left(x_{\sigma_{i}(1)}\right), F\left(x_{\sigma_{i}(2)}\right), \ldots, F\left(x_{\sigma_{i}(n)}\right), F\left(y_{\sigma_{i}(1)}\right), F\left(y_{\sigma_{i}(2)}\right), \ldots, F\left(y_{\sigma_{i}(n)}\right)\right) \text {. }
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\psi\left(s^{3} D_{n}\left(F_{\Upsilon} A, F_{\Upsilon} B\right)\right) & =\psi\left(s^{3} \max _{1 \leqslant i \leqslant n} d\left(F\left(x_{\sigma_{i}(1)}, x_{\sigma_{i}(2)}, \ldots, x_{\sigma_{i}(n)}\right), F\left(y_{\sigma_{i}(1)}, y_{\sigma_{i}(2)}, \ldots, y_{\sigma_{i}(n)}\right)\right)\right. \\
& \leqslant \psi\left(\max _{1 \leqslant i \leqslant n} d\left(x_{i}, y_{i}\right)\right)-\varphi\left(\max _{1 \leqslant i \leqslant n} d\left(x_{i}, y_{i}\right)\right)=\psi\left(D_{n}(A, B)\right)-\varphi\left(D_{n}(A, B)\right)
\end{aligned}
$$

Setting $\alpha, \beta: Y \rightarrow[0, \infty)$ by $\alpha_{n}(A)=s, \beta_{n}(B)=s$ for all $A, B \in Y$, and using Theorem 3.5 , we get $F_{\gamma}$ has a fixed point and thus $F$ has a $\Upsilon$-fixed point.

## 5. An application to nonlinear integral equation

In this section, we give an applications of our main result for showing the existence theorem of a solution for the following nonlinear integral equation:

$$
\begin{equation*}
x(t)=\phi(t)+\lambda \int_{a}^{b} h(t, s) f(s, x(s)) d s \tag{5.1}
\end{equation*}
$$

where $\lambda \in[0, \infty)$ and $a, b \in \mathbb{R}$ such that $a<b, x \in C[a, b]$ (the set of all continuous functions from $[a, b]$ into $\mathbb{R}), \phi:[a, b] \rightarrow \mathbb{R}, h:[a, b] \times[a, b] \rightarrow[0, \infty)$ and $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ are given continuous mappings.

Theorem 5.1. Consider the nonlinear integral equation (5.1). Suppose that following conditions hold:
(A) $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is nondecreasing in the second ordered with $f(t, r) \geqslant 0$ for all $t \in[a, b]$ and $r \in \mathbb{R}$;
(B) there exists a constant $p \geqslant 1$ such that

$$
\sup _{t \in[a, b]}\left(\int_{a}^{b} h(t, s)^{p} d s\right)<\frac{1}{2^{3 p^{2}-3 p} \lambda^{p}(b-a)^{p-1} L^{p}}
$$

(C) there exist $\theta, \vartheta: C[a, b] \rightarrow \mathbb{R}$ that satisfy the following condition:
$\left(\mathrm{C}_{1}\right)$ for each $\mathrm{x}, \mathrm{y} \in \mathrm{C}[\mathrm{a}, \mathrm{b}]$ with $\theta(\mathrm{x}) \geqslant 0$ and $\vartheta(\mathrm{y}) \geqslant 0$, we have

$$
|f(t, x(r))-f(t, y(r))| \leqslant L\left[\zeta\left((x(r)-y(r))^{p}\right)\right]
$$

where $\mathrm{L} \geqslant 0$ and $\zeta:[0, \infty) \rightarrow[0, \infty)$ is a right continuous nondecreasing function such that $\zeta(0)=0$ $\zeta(\mathrm{t})<\mathrm{t}$ for all $\mathrm{t}>0$;
$\left(\mathrm{C}_{3}\right)$ there exists $\mathrm{x}_{\diamond} \in \mathrm{C}[\mathrm{a}, \mathrm{b}]$ such that $\theta\left(\mathrm{x}_{\diamond}\right) \geqslant 0$ and $\vartheta\left(\mathrm{x}_{\diamond}\right) \geqslant 0$;
$\left(\mathrm{C}_{4}\right)$ if

$$
\theta(x) \geqslant 0 \text { for some } x \in C[a, b] \text { implies } \vartheta(T x) \geqslant 0
$$

and

$$
\vartheta(x) \geqslant 0 \text { for some } x \in C[a, b] \text { implies } \theta(T x) \geqslant 0
$$

where $\mathrm{F}: \mathrm{C}[\mathrm{a}, \mathrm{b}] \rightarrow \mathrm{C}[\mathrm{a}, \mathrm{b}]$ defined $b y$

$$
(T x)(t)=\phi(t)+\lambda \int_{a}^{b} h(t, s) f(s, x(s)) d s
$$

for all $x \in C[a, b]$ and $t \in[a, b]$;
$\left(C_{5}\right)$ if $\left\{x_{n}\right\}$ is a sequence in $C[a, b]$ that converges to $x \in C[a, b]$ and $\theta\left(x_{n}\right) \geqslant 0$ for all $n \in \mathbb{N}$, then $\vartheta(x) \geqslant 0$.

Then the nonlinear integral equation (5.1) has a solution.
Proof. Let $X=C[a, b]$ and $d: X \times X \rightarrow[0, \infty)$ be defined by

$$
d(x, y)=\sup _{t \in[a, b]}|x(t)-y(t)|^{p}
$$

for all $x, y \in X$. Then $(X, d)$ is a complete $b$-metric space with $s=2^{p-1}$. Also, we define $\alpha, \beta: X \rightarrow[0, \infty)$ by

$$
\alpha(x)=\left\{\begin{array}{ll}
2^{p-1}, & \text { if } \theta(x) \geqslant 0, \\
0, & \text { otherwise },
\end{array} \quad \text { and } \quad \beta(x)= \begin{cases}2^{p-1}, & \text { if } \vartheta(x) \geqslant 0 \\
0, & \text { otherwise }\end{cases}\right.
$$

Here we will show that $T$ is an $(\alpha, \beta)-(\psi, \varphi)$-contraction mapping type $S$. Suppose that $x, y \in X$ such that $\alpha(x) \beta(y) \geqslant s$ and then $\theta(x) \geqslant 0$ and $\vartheta(y) \geqslant 0$. Putting $q:=\frac{p}{p-1} \in \mathbb{R}$, that is, $\frac{1}{p}+\frac{1}{q}=1$, by condition $\left(C_{1}\right)$ and the Hölder inequality, for each $t \in[a, b]$ we get

$$
\begin{align*}
\left(2^{3 p-3}|(T x)(t)-(T y)(t)|\right)^{p} & =2^{3 p^{2}-3 p}\left|\left(\phi(t)+\lambda \int_{a}^{b} h(t, s) f(s, x(s)) d s\right)-\left(\phi(t)+\lambda \int_{a}^{b} h(t, s) f(s, y(s)) d s\right)\right|^{p} \\
& \leqslant 2^{3 p^{2}-3 p} \lambda^{p}\left(\int_{a}^{b} h(t, s)|f(s, x(s))-f(s, y(s))| d s\right)^{p} \\
& \leqslant 2^{3 p^{2}-3 p} \lambda^{p}\left(\left(\int_{a}^{b} 1^{q}\right)^{1 / q}\left[\int_{a}^{b} h(t, s)^{p}|f(s, x(s))-f(s, y(s))|^{p} d s\right]^{1 / p}\right)^{p}  \tag{5.2}\\
& \leqslant 2^{3 p^{2}-3 p} \lambda^{p}(b-a)^{p / q}\left[\int_{a}^{b} h(t, s)^{p}\left(L\left[\zeta\left((x(s)-y(s))^{p}\right]\right)^{p} d s\right)\right]
\end{align*}
$$

$$
\begin{aligned}
& \left.\leqslant 2^{3 p^{2}-3 p} \lambda^{p}(b-a)^{p / q}\left[\int_{a}^{b} h(t, s)^{p}\left(L^{p}\left[\zeta\left(\sup _{t \in[a, b]}|x(s)-y(s)|^{p}\right)\right]^{p} d s\right)\right]\right] \\
& \leqslant 2^{3 p^{2}-3 p} \lambda^{p}(b-a)^{p-1}\left(\int_{a}^{b} h(t, s)^{p} d s\right) L^{p} \zeta\left(\sup _{t \in[a, b]}|x(s)-y(s)|^{p}\right)^{p} \\
& <[\zeta(d(x, y))]^{p} .
\end{aligned}
$$

Now, we define functions $\psi, \varphi:[0, \infty) \rightarrow[0, \infty)$ by $\psi(t)=t^{p}$ and $\varphi(t)=t^{p}-(\zeta(t))^{p}$ for all $t \in[0, \infty)$. Hence, from (5.2), we have

$$
\psi\left(s^{3}(d(T x, T y)) \leqslant(d(T x, T y))^{p}-\left[(d(T x, T y))^{p}-(\zeta(d(T x, T y)))^{p}\right] .\right.
$$

Therefore, $T$ is an $(\alpha, \beta)-(\psi, \varphi)$-contraction mapping type $S$.
It is easy to see that the other conditions of Theorem 3.5 hold and hence all conditions of Theorem 3.5 are satisfied. Consequently, we obtain that $T$ has a fixed point, that is, the nonlinear integral equation (5.1) has a solution.
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