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Abstract
The aim of this paper is to introduce and investigate some new definitions which are interrelated to the notions of asymptot-

ically Iλ-statistical equivalence of multiple L and strongly Iλ-asymptotic equivalence of multiple L. Indeed, instead of sequences,
the authors make use of two nonnegative real-valued Lebesgue measurable functions in the open interval (1,∞) and present
a series of inclusion theorems associated with these new definitions. Furthermore, in connection with one of the main results
which are proven in this paper, a closely-related open problem is posed for the interested reader.
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1. Introduction and motivation

The familiar and widely-investigated concept of convergence of a real sequence was extended to
the notion of statistical convergence by Fast [8]. Schoenberg [38], on the other hand, gave fundamental
properties of statistical convergence and also examined the idea of summability method. S̆alát [27] showed
that the set of bounded statistically convergent sequences is a closed subspace of the space of bounded
sequences. Some other interesting works on statistically convergence can be found in (among others)
[3, 4, 9, 10]. Furthermore, for some recent developments on the subject of statistical convergence and
related topics, the interested reader should refer (for example) to [1, 2, 12, 13, 21, 23, 39].

The relatively more general concept of I-convergence was introduced by Kostyrko et al. [14] in a metric
space as a generalized form of the concept of statistical convergence and it is based upon the notion of an
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ideal of the subset of the set N of positive integers. Later on it was further studied by Dems [7] and by
Das et al. [6] (see also [16]). Further investigations in this direction and other applications of ideals can be
found in the earlier works [20, 22, 28, 30–32, 34, 36, 37], and many other authors. Many other interesting
applications of ideals can also be found in [5, 26].

Marouf [18] presented definitions for asymptotically equivalent sequences and asymptotically regular
matrices. Li [17], on the other hand, presented and studied asymptotic equivalence of sequences and
summability. Subsequently, Patterson [25] extended these concepts by presenting asymptotically statistical
equivalence analogues of these definitions and natural regularity conditions for nonnegative summability
matrices. Recently, Savaş and Basarir [35] introduced and investigated the (σ, λ)- asymptotically statistical
equivalent sequences. Six years later, the notion of asymptotically I>-statistical equivalent sequences was
studied by Gumus and Savaş [11] (see also the work by Kumar and Sharma [15]).

Let λ = (λp) be a non-decreasing sequence of positive numbers tending to∞ such that

λ1 := 1, λp+1 5 λp + 1 (p ∈N) and lim
p→∞ λp =∞.

The set of all such sequences as the sequence λ will be denoted by ∆.
Mursaleen [19] studied the notion of convergence with respect to λ-statistical convergence. In this

paper, he presented a series of critical results, beginning with the following definition.

Definition 1.1 ([19]). A sequence x = (xk) is said to be λ-statistically convergent or Sλ-convergent to the
number L if, for each ε > 0,

lim
p→∞

{
1
λp

∣∣∣ {k ∈ Ip : |xk − L| = ε}
∣∣∣} = 0.

In this case, we write
Sλ lim

k→∞ xk = L or xk → L(Sλ)

and we denote by Sλ the set of all λ-statistically convergent sequences.

Very recently, Savaş [33] studied the generalized statistically convergent functions by using ideals.
On the other hand, Savaş [29] presented a new approach to two well-known summability methods by
using ideals and functions. The main object of this paper is to introduce the concept of asymptotically
Iλ-statistically equivalent for nonnegative real-valued functions and to investigate some of its main con-
vergence properties.

2. A set of preliminary definitions and associated properties

A family I ⊂ 2Y of subsets of a nonempty set Y is said to be an ideal in Y if

(i) the empty set ∅ ∈ I;
(ii) the conditions A,B ∈ I imply that A∪B ∈ I;

(iii) the conditions A ∈ I and B ⊂ A imply that B ∈ I. Furthermore, an admissible ideal I of Y satisfies
{x} ∈ I for each x ∈ Y. If I is an ideal in Y, then the following collection:

F(I) = {M ⊂ Y and Mc ∈ I}

forms a filter in Y which is called the filter associated with I.

Let I ⊂ 2N be a nontrivial ideal in N. The sequence (xk) is said to be I-convergent to x if, for each
ε > 0, the set A(ε) given by

A (ε) = {k ∈N : |xk − x| = ε}

belongs to I (see [14]).
Let us begin our present investigation with the following definitions and preliminaries.
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Definition 2.1 ([18]). Two nonnegative sequences x = (xk) and y = (yk) are said to be asymptotically
equivalent if

lim
k→∞

{
xk
yk

}
= 1.

We denote this asymptotic equivalence by x ∼ y.

Definition 2.2 ([10]). The sequence x = (xk) is said to be statistically convergent to the number L if, for
each ε > 0,

lim
n→∞

{
1
n

∣∣∣ {k 5 n : |xk − L| = ε}
∣∣∣} = 0.

We denote this statistical convergence by stat lim xk = L.

Patterson [25] presented the following definition.

Definition 2.3 ([25]). Two nonnegative sequences x = (xk) and y = (yk) are said to be asymptotically
statistically equivalent of multiple L provided that, for each ε > 0,

lim
n→∞

{
1
n

∣∣∣∣∣
{
k 5 n :

∣∣∣∣xkyk − L

∣∣∣∣ = ε}
∣∣∣∣∣
}

= 0.

We denote this equivalence by x
SL
∼ y; it is simply asymptotically statistically equivalent if L = 1.

The generalized de la Vallée Poussin mean is defined as follows:

tp(x) =
1
λp

∑
k∈Ip

xk,

where
Ip = [p− λp + 1,p] (p ∈N).

A sequence x = (xk) is said to be [V , λ]-summable to a number L if tp(x)→ L and n→∞. We write

[V , λ] = lim
p→∞

{
1
λp

∑
k∈Ip

|xk − L|

}
= 0 for some L

for the set of sequences that are strongly summable by the de la Vallée Poussin method. In the special
case when λp = p (p ∈ N), the set [V , λ] reduces to the set in the [C, 1]-summability which is defined as
follows:

[C, 1] = lim
p→∞

{
1
p

p∑
k=1

|xk − L|

}
= 0 for some L.

We are now ready to give the following definitions.

Definition 2.4. Let λ ∈ Λ and let x (ξ) be a nonnegative real-valued function which is Lebesgue measur-
able in the open interval (1,∞) if

I- lim
p→∞

{
1
λp

∫p
p−λp+1

|x (ξ) − L|dξ

}
= 0. (2.1)

We say that the function x (ξ) is [V , λ] (I)-summable to L. If

I = Ifin = {A ⊆N : A is a finite subset},
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then the [V , λ] (I)-summability becomes the [V , λ]-summability, which is defined as follows (see [24]):

lim
p→∞

{
1
λp

∫p
p−λp+1

|x (ξ) − L|dξ

}
= 0. (2.2)

Definition 2.5. A nonnegative real-valued function x (ξ) is said to be Iλ-statistically convergent or Sλ(I)-
convergent to L if, for every ε > 0 and δ > 0,{

p ∈N :
1
λp

∣∣∣∣ {ξ ∈ Ip : |x(ξ) − L| = ε}

∣∣∣∣ = δ} ∈ I.

In this case, we write
Sλ(I)- lim x(ξ) = L or x(ξ)→ L

(
Sλ(I)

)
.

For I = Ifin, the Sλ(I)-convergence again coincides with the λ-statistical convergence (see [24]).

Following the above definitions, we introduce several new definitions in Section 3 below, which
are related to the notions of asymptotically Iλ-statistically equivalent of multiple L and strongly Iλ-
asymptotically equivalent of multiple L for nonnegative real-valued functions x (ξ) and y (ξ).

3. The main definitions

The above results lead us naturally to the following new definitions.

Definition 3.1. Let λ ∈ Λ. Also let x (ξ) and y (t) be two nonnegative real-valued Lebesgue measurable
functions in the open interval (1,∞). We say that the sequences x (ξ) and y (ξ) are λ-asymptotically
statistically equivalent of multiple L if, for each ε > 0,{

p ∈N :
1
λp

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣
}

= 0.

We denote this equivalence by

x(ξ)
SLλ
∼ y(ξ))

and call it simply asymptotically statistically equivalent if L = 1.

Definition 3.2. Let λ ∈ Λ and let I be an admissible ideal in N and x (ξ) and y (ξ) be two nonnegative
real-valued Lebesgue measurable functions in the open interval (1,∞). We say that the sequences x(ξ)
and y(ξ) are strongly Iλ-asymptotically equivalent of multiple L if, for each ε > 0,

I- lim
p→∞

{
1
λp

∫p
p−λp+1

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣dξ
}

= 0.

Notationally, we write this as follows:

x(ξ)
VLλ (I)
∼ y(ξ)

and call it simply asymptotically statistical equivalence if L = 1.

If
I = Ifin = {A ⊆N : A is a finite subset},

the strongly Iλ-asymptotically equivalent reduces to strongly λ-asymptotically equivalent, defined as
follows:

lim
p→∞

{
1
λp

∫p
p−λp+1

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣dξ
}

= 0.
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Definition 3.3. Let x (ξ) and y (ξ) be two nonnegative real-valued Lebesgue measurable functions in the
open interval (1,∞) and I be an admissible ideal in N. We say that the functions x (ξ) and y (ξ) are
asymptotically Iλ-statistically equivalent of multiple L if, for every ε > 0 and δ > 0,{

p ∈N :
1
p

∣∣∣∣∣
{
k 5 p :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ = δ

}
∈ I.

In this case, we write

x(ξ)
SL(I)∼ y(ξ).

By combining Definitions 2.1 and 2.5, we have the following new definition.

Definition 3.4. Let λ ∈ Λ and I be an admissible ideal in N. Also let x (ξ) and y (ξ) be two nonnegative
real-valued Lebesgue measurable functions in the open interval (1,∞). We say that the functions x (ξ)
and y (ξ) are Iλ-asymptotically statistically equivalent of multiple L if, for every ε > 0 and δ > 0,{

p ∈N :
1
λp

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ = δ

}
∈ I.

We denote this equivalence by

x(ξ)
SLλ(I)
∼ y(ξ)

and call it simply asymptotically statistically equivalent if L = 1.

For I = Ifin, the Iλ-asymptotically statistically equivalence reduces to the λ-asymptotically statistically
equivalence which is already given in Definition 3.1.

4. The main inclusion theorems

Theorem 4.1. Let λ = (λn) ∈ ∆. Also let x(ξ) and y(ξ) be real-valued functions which are Lebesgue measurable
in the open interval (1,∞). Then each of the following assertions holds true.

(i) If x(ξ)
VLλ (I)
∼ y(ξ), then x(ξ)

SLλ(I)
∼ y(ξ) and the inclusion is proper for every ideal I.

(ii) If the functions x(ξ) and y(ξ) are bounded and x(ξ)
SLλ(I)
∼ y(ξ), then x(ξ)

VLλ (I)
∼ y(ξ).

Proof.

(i) Let ε > 0 and

x(ξ)
VLλ (I)
∼ y(ξ).

We thus find that∫
ξ∈Ip

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣dξ =
∫
ξ∈Ip

(∣∣∣ x(ξ)y(ξ)−L
∣∣∣>ε)

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣dξ = ε ·

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣.

So, for a given δ > 0, we have

1
λp

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ = δ =⇒ 1

λp

∫
ξ∈Ip

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = εδ,
that is,{

p ∈N :
1
λp

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ = δ

}
⊂

p ∈N :
1
λp

 ∫
ξ∈Ip

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε
 = εδ

 . (4.1)
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Since the right-hand side of (4.1) belongs to I, we conclude that left-hand side belongs to I.
In order to show that

x(ξ)
SLλ(I)
∼ y(ξ)  x(ξ)

VLλ (I)
∼ y(ξ),

we take a fixed A ∈ I. Define a function x(ξ) by

x(ξ) =


ξ,

(
p− [

√
λp] + 1 5 ξ 5 p; p /∈ A

)
,

ξ, (p− λp + 1 5 ξ 5 p; p ∈ A) ,
θ, (otherwise),

and let y(ξ) = 1. Then, for every ε (0 < ε < 1), we have

1
λp

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ =

√
λp

λp
→ 0

as n→∞ and n /∈ A. Therefore, for every δ > 0, we find that{
p ∈N :

1
λp

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ = δ

}
⊂ A∪ {1, 2, 3, . . . ,m}

for some m ∈ N. Since I is admissible, it follows that it is asymptotically Iλ-statistically equivalent of
multiple L. Thus, obviously, we get

1
λp

∫
ξεIp

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣→∞ (p→∞) ,

that is, it is not strongly Iλ-asymptotically equivalent of multiple L. If A ∈ I is infinite, then it is not
Iλ-asymptotically statistically equivalent of multiple L.

(ii) Suppose that x(ξ)
SLλ(I)
∼ y(ξ) and that the following quotient:

x(t)

y(t)

is bounded by M. Let ε > 0 be given. Now

1
λp

∫
ξ∈Ip

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = 1
λp

∫
ξ∈Ip

(∣∣∣ x(ξ)y(ξ)−L
∣∣∣=ε)

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣+ 1
λp

∫
ξ∈Ip

(∣∣∣ x(ξ)y(ξ)−L
∣∣∣<ε) |x(ξ) − L|

5
M

λp

{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}+ ε.

We note that {
p ∈ N :

1
λp

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ = ε

M

}
=: A(ε) ∈ I.

Thus, if p ∈ [A(ε)]c , we get
1
λp

∑
ξ∈Ip

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ < 2ε.

Hence, obviously, we have p ∈N :
1
λp

∑
ξ∈Ip

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = 2ε

 ⊂ A(ε),
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and so it belongs to I. This shows that

x(ξ)
VLλ (I)
∼ y(ξ).

The proof of Theorem 4.1 is evidently completed.

Theorem 4.2. If

lim inf
p→∞

{
λp

p

}
> 0,

then
x(ξ)

SL(I)∼ y(ξ) ⊂ x(ξ)
SLλ(I)∼ y(ξ).

Proof. For each ε > 0, we write

1
p

∣∣∣∣{ξ 5 p :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = 1
p

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = λp

p

1
λp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ .
Hence, if

lim inf
p→∞

{
λp

p

}
= a,

then (by definition) the following set: {
p ∈ N :

λp

p
<
a

2

}
is finite. Thus, for δ > 0, we find that{

p ∈N :
1
λp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = δ}
⊂

{
p ∈ N :

1
p

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ = a

2
δ

}
∪
{
p ∈ N :

λp

p
<
a

2

}
.

Since I is admissible, the set on the right-hand side belongs to I. Clearly, we have completed the proof of
Theorem 4.2.

Theorem 4.3. Let the parameter λ ∈ ∆ be such that

lim
p→∞

{
λp

p

}
= 1.

Then
x(ξ)

SLλ(I)∼ y(ξ) ⊂ x(ξ) S
L(I)∼ y(ξ).

Proof. Let δ > 0 be given. Since, by hypothesis,

lim
p→∞

{
λp

p

}
= 1,

we can choose m ∈N such that ∣∣∣∣λpp − 1
∣∣∣∣ < δ

2
(p = m).

We now observe that, for ε > 0,

1
p

∣∣∣∣∣
{
ξ 5 p :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣ = 1

p

∣∣∣∣∣
{
ξ 5 p− λp :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣+ 1

p

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣
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5
p− λp
p

+
1
p

∣∣∣∣∣
{
ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣

5 1 −

(
1 −

δ

2

)
+

1
p

∣∣∣∣∣
{
t ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}
∣∣∣∣∣

=
δ

2
+

1
p
|{ξ ∈ Ip : |x(ξ) − L| = ε}|

for all n = m. Hence, obviously, we can write{
p ∈N :

1
p

∣∣∣ {ξ 5 p : |x(ξ) − L| = ε}
∣∣∣ = δ} ⊂ {p ∈N :

1
p

∣∣∣ {ξ ∈ Ip : |x(ξ) − L| = ε}
∣∣∣ = δ

2

}
∪ {1, 2, 3, . . . ,m}.

This shows that
x(ξ)

SL(I)∼ y(ξ).

The proof of Theorem 4.3 is thus completed.

Remark 4.4 (An open problem). We do not yet know whether the condition in Theorem 4.3 is necessary.
Therefore, we choose to leave it as an open problem for the interested reader.

Finally, we complete this paper by presenting the following result.

Theorem 4.5. Let λ = (λp) and µ = (µp) be two sequences in 4 such that

λp 5 µp (p ∈N).

Then each of the following assertions holds true.

(i) If

lim inf
p→∞

{
λp

µp

}
> 0, (4.2)

then x(ξ)
SLµ(I)∼ y(ξ) ⊂ x(ξ)

SLλ(I)∼ y(ξ).
(ii) If

lim
p→∞

{
µp

λp

}
= 1, (4.3)

then x(ξ)
SLλ(I)∼ y(ξ) ⊂ x(ξ)

SLµ(I)∼ y(ξ).

Proof.

(i) Suppose that λp 5 µp for all p ∈N and that the condition (4.2) is satisfied. Then, for ε > 0, we have{
ξ ∈ Jp :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε} ⊇ {ξ ∈ In :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε} .

Therefore, we can write

1
µp

∣∣∣∣{ξ ∈ Jp :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = λp

µp

1
λp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ .
Thus, for all p ∈N, we find that{
p ∈N :

1
λp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = δ} ⊆ {p ∈N :
1
µp

∣∣∣∣{ξ ∈ Jp :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = δλpµp
}
∈ I.

Hence we get

x(ξ)
SLµ(I)∼ y(ξ) ⊂ x(ξ)

SLλ(I)∼ y(ξ).
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(ii) Let x(ξ)
SLλ(I)∼ y(ξ). Suppose also that the condition (4.3) is satisfied. Since In ⊂ Jn, for ε > 0, we may

write

1
µp

∣∣∣∣{ξ ∈ Jp :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = 1
µp

∣∣∣∣{p− µp + 1 < t 5 p− λp :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣}∣∣∣∣
+

1
µp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣
5
µp − λp
µp

+
1
λp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣
5

(
µp − λp
λp

)
+

1
λp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣
5

(
µp

λp
− 1
)
+

1
λp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣
for all p ∈N. Hence we have

{
p ∈N :

1
µp

∣∣∣∣{ξ ∈ Jp :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = δ} ⊆ {p ∈N :
1
λp

∣∣∣∣{ξ ∈ Ip :

∣∣∣∣x(ξ)y(ξ)
− L

∣∣∣∣ = ε}∣∣∣∣ = δ} ∈ I.

This implies that

x(ξ)
SLλ(I)∼ y(ξ) ⊂ x(t)

SLµ(I)∼ y(ξ).

We thus have completed the proof of Theorem 4.5.

Many other interesting corollaries and consequences of the various definitions and results, which we
have presented in this investigation, are potentially fruitful for further studies on the subject of statistical
convergence and related areas.
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