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#### Abstract

In this paper, a formulation for the fractional Legendre functions is constructed to solve a class of time-fractional diffusion equation. The fractional derivative is described in the Caputo sense. The method is based on the collection Legendre. Analysis for the presented method is given and numerical results are presented.
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## 1. Introduction

Fractional diffusion-wave equation has been used widely in many branches of science and engineering. These equations represent propagation of mechanical waves in visco-elastic media [7, 9, 10], a nonMarkovian diffusion process with memory [11], charge transport in amorphous semiconductors [12] and many more. In $[7,9,10]$, they studied the fractional wave equation governing the propagation of mechanical diffusive waves in viscoelastic media which exhibit a power-law creep. Gejji and Bhalekar [4] used fractional diffusion-wave equation to model electromagnetic acoustic, and mechanical responses. Luchko [12] investigated a continuous time random walks on fractals. Mainardi [13] studied the relaxation phenomena in complex viscoelastic material using fractional diffusion equations.

Various methods such as Green's function method [4], finite sine trans- form method [15], method of images and Fourier transform [11], separation of variables method [17], finite difference method [18], Adomian decomposition method (ADM) [19, 20] have been used to solve these equations. Recently, Al-Mdallal and Syam [2] have devised a New Iterative Method (NIM) to solve non-linear functional equations. This method is free from rounding of errors since it does not involve discretization and has

[^0]fairly simple algorithm. Also it does not require prior knowledge of the concepts such as Lagrange multipliers or homotopy. More methods can be found in [1,3,5,6, 8, 14, 23-25].

We consider a class of the time-fractional diffusion equation of the form

$$
\begin{equation*}
D_{t}^{\alpha} u(x, t)=a(x, t) D_{x}^{\beta} u(x, t)+f(x, t), \quad x \in(0,1), \quad t \in(0, T), \tag{1.1}
\end{equation*}
$$

with initial and boundary conditions

$$
\begin{equation*}
u(0, t)=h_{1}(t), u(1, t)=h_{2}(t) \text { and } u(x, 0)=g(x), \tag{1.2}
\end{equation*}
$$

where $a, f \in C^{1}([0,1] \times[0, T]), g \in C[0,1], h_{1}, h_{2} \in C[0, T], T>0,1<\beta \leqslant 2$, and $0<\alpha \leqslant 1$. For $\alpha=1$ and $\beta=2$, the fractional diffusion equation is reduced to a conventional diffusion-reaction equation which is well studied, so we face on $0<\alpha<1$.

## 2. Preliminaries

In this section, we present the definition and some preliminary results of the Caputo fractional derivatives, as well as, the definition of the fractional-order Legendre functions and their properties.

Definition 2.1. A real function $f(t), t>0$, is said to be in the space $C_{\mu}, \mu \in \mathbb{R}$ if there exists a real number $p>\mu$, such that $f(t)=t^{p} f_{1}(t)$, where $f_{1}(t) \in C[0, \infty)$, and it is said to be in the space $C_{\mu}^{m}$ if $f^{(m)} \in C_{\mu}, m \in \mathbb{N}$.

Definition 2.2. The left Riemann-Liouville fractional integral of order $\delta \geqslant 0$, of a function $f \in C_{\mu}, \mu \geqslant-1$, is defined by

$$
I^{\delta} f(t)= \begin{cases}\frac{1}{\Gamma(\delta)} \int_{0}^{t}(t-s)^{\delta-1} f(s) d s, & \delta>0 \\ f(t), & \delta=0\end{cases}
$$

Definition 2.3. For $\delta>0, m-1<\delta<m, m \in \mathbb{N}, t>0$, and $f \in C_{-1}^{m}$, the left Caputo fractional derivative is defined by

$$
D^{\delta} f(t)= \begin{cases}\frac{1}{\Gamma(m-\delta)} \int_{0}^{t}(t-s)^{m-1-\delta} f^{(m)}(s) d s, & \delta>0  \tag{2.1}\\ f^{\prime}(t), & \delta=0\end{cases}
$$

where $\Gamma$ is the well-known Gamma function.
The Caputo derivative defined in (2.1) is related to the Riemann-Liouville fractional integral, $\mathrm{I}^{\delta}$, of order $\delta \in \mathbb{R}^{+}$, by $D^{\delta} f(t)=I^{m-\delta} f^{(m)}(t)$. The Caputo fractional derivative satisfy the following properties for $f \in C_{\mu}, \mu \geqslant-1$ and $\gamma \geqslant 0$, see [16].

1. $D^{\gamma} I^{\gamma} f(t)=f(t) ;$
2. $I^{\gamma} D^{\gamma} f(t)=f(t)-\sum_{k=0}^{n-1} f^{(k)}(0) \frac{t^{k}}{k!}$;
3. $\mathrm{D}^{\gamma} \mathrm{c}=0$, where c is constant;
4. $\mathrm{D}^{\gamma} \mathrm{t}^{\mu}=\left\{\begin{array}{ll}0, & \mu<\gamma, \mu \in\{0,1,2, \ldots\}, \\ \frac{\Gamma(\mu+1)}{\Gamma(\mu-\gamma+1)} \mathrm{t}^{\mu-\gamma}, & \text { otherwise, }\end{array}\right\} ;$
5. $D^{\gamma}\left(\sum_{k=0}^{m} c_{i} f_{i}(t)\right)=\sum_{k=0}^{m} c_{i} D^{\gamma} f_{i}(t)$, where $c_{1}, c_{2}, \ldots, c_{m}$ are constants.

The basic concept of this paper is the Legendre polynomials. For this reason, we study some of their properties.

Definition 2.4. The Legendre polynomials $\left\{L_{k}(x): k=0,1,2, \ldots\right\}$ are the eigenfunctions of the SturmLiouville problem

$$
\left(\left(1-x^{2}\right) L_{k}^{\prime}(x)\right)^{\prime}+k(k+1) L_{k}(x)=0, \quad x \in[-1,1] .
$$

Among the properties of the Legendre polynomials we list the following [21]:

1. $\int_{-1}^{1} L_{i}(x) L_{j}(x) d x=\frac{2}{2 i+1} \delta_{i j}$, where $\delta_{i j}=\left\{\begin{array}{ll}0, & \mathfrak{i} \neq \mathfrak{j}, \\ 1, & \mathfrak{i}=\mathfrak{j},\end{array}\right\}$;
2. $\mathrm{L}_{\mathfrak{i}+1}(\mathrm{x})=\frac{2 \mathfrak{i}+1}{\mathfrak{i}+1} \mathrm{x} \mathrm{L}_{\mathfrak{i}}(\mathrm{x})-\frac{\mathfrak{i}}{\mathfrak{i}+1} \mathrm{~L}_{\mathfrak{i}-1}(\mathrm{x})$ for $\mathfrak{i} \geqslant 1$;
3. $L_{i}( \pm 1)=( \pm 1)^{i}$.

One of the common and efficient methods for solving fractional differential equations of order $\gamma>0$ is using series expansion of the form $\sum_{k=0}^{i} c_{k} t^{\gamma k}$. For this reason, we define the fractional-order Legendre function by $F_{i}^{\gamma}(t)=L_{i}\left(2 t^{\gamma}-1\right)$. Using the properties of the Legendre polynomials, it is easy to verify that ([22])

1. $\left(\left(t-t^{1+\gamma}\right) F_{i}^{\gamma \prime}(t)\right)^{\prime}+\mathfrak{i}(i+1) \gamma^{2} t^{\gamma-1} F_{i}^{\gamma}(t)=0, t \in(0,1)$;
2. $F_{i}^{\gamma}(0)=(-1)^{i}$ and $F_{i}^{\gamma}(1)=1$.

In addition, $\left\{F_{i}^{\gamma}(t): i=0,1,2, \ldots\right\}$ are orthogonal functions with respect to the weight function $w(t)=$ $\mathrm{t}^{\gamma-1}$ on $(0,1)$ with

$$
\int_{0}^{1} F_{i}^{\gamma}(t) F_{j}^{\gamma}(t) w(t) d t=\frac{1}{(2 i+1) \gamma} \delta_{i j} .
$$

The closed form of $F_{i}^{\gamma}(t)$ is given by

$$
F_{i}^{\gamma}(t)=\sum_{k=0}^{i}(-1)^{i+k} \frac{(i+k)!}{(i-k)!} \frac{t^{\gamma k}}{(k!)^{2}} .
$$

Using properties (4) and (5) of the Caputo fractional derivative, one can see that

$$
D^{\gamma} F_{i}^{\gamma}(t)=\sum_{k=1}^{i}(-1)^{i+k} \frac{(i+k)!}{(i-k)!(k!)^{2}} \frac{\Gamma(k \gamma+1)}{\Gamma((k-1) \gamma+1)} t^{(k-1) \gamma} .
$$

The following result is important, sine it facilitates applying the collection method.
Theorem 2.5. Let $u \in C^{n}[0,1]$ and $u^{(n+1)}(\mathrm{t})$ be a piecewise continuous function on $[0,1]$ where n is a positive integer greater than or equal 1. Then,
(i) $\mathfrak{u}(t)$ can be written in the infinite expansion as $\mathfrak{u}(t)=\sum_{k=0}^{\infty} \mathfrak{u}_{k} F_{k}^{\gamma}(t)$, where

$$
\mathfrak{u}_{k}=(2 i+1) F_{k}^{\gamma}(t) \int_{0}^{1} u(t) F_{k}^{\gamma}(t) w(t) d t ;
$$

(ii) $\sum_{k=0}^{\infty} u_{k}^{(\gamma)} F_{k}^{\alpha}(t)$ converges uniformly on $[0,1]$ to $D^{\gamma} u(t)$, where $n-1<\gamma \leqslant n, u_{k}^{(\gamma)}=\sum_{j=k+1}^{\infty} a_{j k} u_{j}$, and $a_{j k}=(2 k+1) \gamma \int_{0}^{1} D^{\gamma} F_{j}^{\gamma}(t) F_{k}^{\gamma}(t) w(t) d t$, for $k=0,1,2, \ldots$ and $j=k+1, k+2, \ldots$..

Proof.
(i) Since $u \in C^{1}[-1,1]$ and $u^{\prime \prime}(x)$ is a piecewise continuous function on $[-1,1], \sum_{k=0}^{\infty} v_{k} \mathcal{L}_{k}(x)$ converges uniformly to $u(x)$ on $[-1,1]$, where $\left\{v_{k}\right\}$ can be computed by the orthogonality relation of the Legendre polynomials, see [20]. Since $r:[0,1] \rightarrow[-1,1]$ defined by $r(t)=2 t^{\gamma}-1$, is a bijection continuous function, $\sum_{k=0}^{\infty} u_{k} F_{k}^{\gamma}(t)$ converges uniformly to $u(t)$ on $[0,1]$, where the value of $u_{k}$ follows from the orthogonality relation of $\left\{\mathrm{F}_{i}^{\gamma}(\mathrm{t}): i=0,1,2, \ldots\right\}$ with respect to the weight function $w(\mathrm{t})=\mathrm{t}^{\gamma-1}$ on $[0,1]$, which completes the proof.
(ii) Let $P_{m}(t)=\sum_{k=0}^{m} u_{k} F_{k}^{\gamma}(t)$ for $n=0,1,2, \ldots$. From Part (i), $P_{n}(t)$ converges uniformly to $u(t)$ on $[0,1]$. Since $u \in C^{n}[0,1]$ and $u^{(n+1) \prime}(t)$ is a piecewise continuous function on $[0,1]$,

$$
\frac{d}{d t}\left(\operatorname{Lim}_{\mathfrak{m} \rightarrow \infty} P_{m}(t)\right)=\operatorname{Lim}_{m \rightarrow \infty}\left(\frac{d}{d t} P_{m}(t)\right)
$$

and $\frac{d}{d t} P_{m}(t)$ converges uniformly to $\frac{d}{d t} u(t)$ on [0, 1]. Thus, $\int_{0}^{x} \frac{P_{m}^{(n)}(t)}{(x-t)^{\gamma}} d t$ converges uniformly to $\int_{0}^{x} \frac{u^{(n)}(t)}{(x-t)^{\gamma}} d t$ on $[0,1]$ which gives the result of the second part. The value of $a_{j k}$ follows from the orthogonality relation of $\left\{F_{i}^{\gamma}(t): i=0,1,2, \ldots\right\}$ with respect to the weight function $w(t)=t^{\gamma-1}$ on $[0,1]$.

## 3. Collocation method

In this section, we use the fractional-order Legendre collocation method to discretize Problem (1.1)(1.2). For simplicity, we assume that $T=1$. If $T \neq 1$, we use the change of variable $\tau=\frac{t}{T}$ to make the t -domain ( 0,1 ). Expand the solution $\mathfrak{u}(\mathrm{x}, \mathrm{t})$ in terms of the fractional-order Legendre function as follows:

$$
\begin{equation*}
u_{N}(x, t)=\sum_{k=0}^{N+2} u_{k}(t) F_{k}^{\beta}(x) . \tag{3.1}
\end{equation*}
$$

Thus,

$$
D_{x}^{\beta} u_{N}(x, t)=\sum_{k=0}^{N} u_{k}^{(\beta)}(t) F_{k}^{\beta}(x),
$$

where $u_{k}^{(\beta)}=\sum_{j=k+1}^{\infty} b_{j k} u_{j}$, and $b_{j k}=(2 k+1) \beta \int_{0}^{1} D^{\beta} F_{j}^{\beta}(x) F_{k}^{\beta}(x) w(t) d t$ for $k=0,1,2, \ldots$ and $j=$ $k+1, k+2, \ldots$ for $k=0,1, \ldots, N$. Therefore, for $U_{N}(x, t)$, the residual is given by

$$
R\left(U_{N}(x, t)\right) \approx D_{t}^{\alpha} U_{N}(x, t)-a(x, t) D_{x}^{\beta} U_{N}(x, t)-f(x, t) .
$$

Orthogonalized the residual with respect to the Dirac delta function as follows:

$$
\begin{equation*}
<R\left(U_{N}(x, t)\right), \delta\left(x-x_{j}\right)>=\int_{0}^{1} R\left(U_{N}(x, t)\right) \delta\left(x-x_{j}\right) d x=0, \quad \text { for } j=0: N, \tag{3.2}
\end{equation*}
$$

where $x_{j}$ are the collocation points. We choose the collocation points to be the roots of $\mathcal{L}_{\mathrm{N}+2}^{\prime}$. Therefore, equation (3.2) leads to the elementwise equation

$$
D_{t}^{\alpha} u_{N}\left(x_{j}, t\right)-a\left(x_{j}, t\right) D_{x}^{\beta} u_{N}\left(x_{j}, t\right)+f\left(x_{j}, t\right)=0, \quad \text { for } j=0: N,
$$

or

$$
\begin{equation*}
\sum_{k=0}^{N+2}\left[D_{t}^{\alpha} u_{k}(t)\right] F_{k}^{\beta}\left(x_{j}\right)-a\left(x_{j}, t\right) \sum_{k=0}^{N} u_{k}^{(2)}(t) F_{k}^{\beta}\left(x_{j}\right)-f\left(x_{j}, t\right)=0, \quad \text { for } j=0: N . \tag{3.3}
\end{equation*}
$$

Let

$$
u(t)=\left[\begin{array}{c}
u_{0}(t) \\
u_{1}(t) \\
\vdots \\
u_{N+2}(t)
\end{array}\right], u^{(\beta)}(t)=\left[\begin{array}{c}
u_{0}^{(\beta)}(t) \\
u_{1}^{(\beta)}(t) \\
\vdots \\
u_{N}^{(\beta)}(t)
\end{array}\right], F(t)=\left[\begin{array}{c}
f\left(x_{0}, t\right) \\
f\left(x_{1}, t\right) \\
\vdots \\
f\left(x_{N}, t\right)
\end{array}\right] .
$$

Thus, we can rewrite equation (3.3) in the matrix form as

$$
\begin{equation*}
A_{1} D_{t}^{\alpha} U(t)-A(t) A_{2} u^{(2)}(t)-F(t)=0 \tag{3.4}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{1} & =\left[\begin{array}{cccc}
F_{0}^{\beta}\left(x_{0}\right) & F_{1}^{\beta}\left(x_{0}\right) & \ldots & F_{N+2}^{\beta}\left(x_{0}\right) \\
F_{0}^{\beta}\left(x_{1}\right) & F_{1}^{\beta}\left(x_{1}\right) & \ldots & F_{N+2}^{\beta}\left(x_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
F_{0}^{\beta}\left(x_{N}\right) & F_{1}^{\beta}\left(x_{N}\right) & \ldots & F_{N+2}^{\beta}\left(x_{N}\right)
\end{array}\right], \\
A & =\left[\begin{array}{cccc}
a\left(t, x_{0}\right) & 0 & \ldots & 0 \\
0 & a\left(t, x_{1}\right) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & a\left(t, x_{N}\right)
\end{array}\right], \quad A_{2} \quad=\left[\begin{array}{cccc}
F_{0}^{\beta}\left(x_{0}\right) & F_{1}^{\beta}\left(x_{0}\right) & \ldots & F_{N}^{\beta}\left(x_{0}\right) \\
F_{0}^{\beta}\left(x_{1}\right) & F_{1}^{\beta}\left(x_{1}\right) & \ldots & F_{N}^{\beta}\left(x_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
F_{0}^{\beta}\left(x_{N}\right) & F_{1}^{\beta}\left(x_{N}\right) & \ldots & F_{N}^{\beta}\left(x_{N}\right)
\end{array}\right] .
\end{aligned}
$$

Since $u_{k}^{(\beta)}=u_{k}^{(\beta)}=\sum_{j=k+1}^{\infty} b_{j k} u_{j}$, and $b_{j k}=(2 k+1) \beta \int_{0}^{1} D^{\beta} F_{j}^{\beta}(x) F_{k}^{\beta}(x) w(t) d t$, for $k=0,1,2, \ldots$ and $j=k+1, k+2, \ldots$ for $k=0,1, \ldots, N$, it is easy to see that $U^{(\beta)}(t)=A_{3} U(t)$, where $A_{3}$ is $(N+1) \times(N+3)$ matrix. Therefore, system (3.4) becomes

$$
\begin{equation*}
A_{1} D_{t}^{\alpha} U(t)-A(t) A_{2} A_{3} U(t)-F(t)=0 \tag{3.5}
\end{equation*}
$$

Now, we study the boundary conditions on the variable $x$. From equation (3.1), one can see that

$$
\left.\left.u_{N}(0, t)=\sum_{k=0}^{N+2} u_{k}(t) F_{k}^{\beta}(0)\right)=\sum_{k=0}^{N+1}(-1)^{k} u_{k}(t) \quad \text { and } \quad u_{N}(1, t)=\sum_{k=0}^{N+2} u_{k}(t) F_{k}^{\beta}(1)\right)=\sum_{k=0}^{N+1} u_{k}(t)
$$

which implies that

$$
A_{4} U(t)=\left[\begin{array}{l}
h_{1}(t)  \tag{3.6}\\
h_{2}(t)
\end{array}\right]
$$

where $A_{4}=\left[\begin{array}{cccccc}-1 & 1 & -1 & 1 & \cdots & (-1)^{N+1} \\ 1 & 1 & 1 & 1 & \cdots & 1\end{array}\right]_{2 \times(N+2)}$. From systems (3.5) and (3.6), we obtain the following fractional system

$$
\begin{equation*}
B_{1} D_{t}^{\alpha} U(t)-B_{2}(t) U(t)=R(t) \tag{3.7}
\end{equation*}
$$

where

$$
B_{1}=\left[\begin{array}{c}
A_{1} \\
0_{2 \times(N+2)}
\end{array}\right], \quad B_{2}(t)=\left[\begin{array}{c}
A(t) A_{2} A_{3} \\
A_{4}
\end{array}\right], \quad R(t)=\left[\begin{array}{c}
F(t) \\
h_{1}(t) \\
h_{2}(t)
\end{array}\right]
$$

From equations (1.2) and (3.1), we see that

$$
g(x)=u_{N}(x, 0)=\sum_{k=0}^{N+2} u_{k}(0) F_{k}^{\beta}(x)
$$

Using the orthogonality property of the fractional-order Legendre function, we get

$$
u_{k}(0)=\frac{\int_{0}^{1} g(x) F_{k}^{\beta}(x) d x}{\int_{0}^{1}\left(F_{k}^{\beta}(x)\right)^{2} d x}=(2 k+1) \beta \int_{0}^{1} g(x) \mathcal{L}_{k}(x) d x, \quad \text { for } k=0: N+2
$$

Therefore, our initial fractional value problem becomes

$$
\begin{align*}
\mathrm{B}_{1} \mathrm{D}_{\mathrm{t}}^{\alpha} \mathrm{U}(\mathrm{t})-\mathrm{B}_{2}(\mathrm{t}) \mathrm{U}(\mathrm{t}) & =\mathrm{R}(\mathrm{t}),  \tag{3.8}\\
\mathrm{U}(0) & =\mathrm{B}, \tag{3.9}
\end{align*}
$$

where

$$
B=\left[\begin{array}{c}
\beta \int_{0}^{1} g(x) \mathcal{L}_{0}(x) d x \\
3 \beta \int_{0}^{1} g(x) \mathcal{L}_{1}(x) d x \\
\vdots \\
(2 N+5) \int_{0}^{1} g(x) \mathcal{L}_{N+2}(x)(x) d x
\end{array}\right] .
$$

To solve the system (3.8)-(3.9), we use the fractional-order Legendre collocation method. Approximate the solution $\mathrm{U}(\mathrm{t})$ in terms of the fractional-order Legendre function as follows:

$$
v_{M}(t)=\sum_{k=0}^{M+1} u_{k} F_{k}^{\alpha}(t)
$$

Thus,

$$
D_{t}^{\alpha} V_{M}(x, t)=\sum_{k=0}^{M} u_{k}^{(\alpha)}(t) F_{k}^{\alpha}(t),
$$

where $U_{k}^{(\alpha)}=\sum_{j=k+1}^{M+1} a_{j k} U_{j}$, and $a_{j k}=(2 k+1) \alpha \int_{0}^{1} D^{\alpha} F_{j}^{\alpha}(t) F_{k}^{\alpha}(t) w(t) d t$, for $k=0,1,2, \ldots, M$ and $j=$ $k+1, k+2, \ldots, M+1$. Therefore, for $V_{M}(t)$, the residual is given by

$$
R\left(V_{M}(t)\right) \approx B_{1} D_{t}^{\alpha} V_{M}(t)-B_{2} V_{M}(t)-R(t)
$$

Orthogonalize the residual with respect to the Dirac delta function as follows:

$$
\begin{equation*}
<R\left(V_{M}(t)\right), \delta\left(t-t_{j}\right)>=\int_{0}^{1} R\left(V_{M}(t)\right) \delta\left(t-t_{j}\right) d t=0, \quad \text { for } j=0: M, \tag{3.10}
\end{equation*}
$$

where $t_{j}$ are the collocation points. We choose the collocation points to be

$$
\left\{\left(\frac{t_{0}+1}{2}\right)^{-\alpha},\left(\frac{t_{1}+1}{2}\right)^{-\alpha}, \ldots,\left(\frac{t_{M}+1}{2}\right)^{-\alpha}\right\},
$$

where $t_{0}, t_{1}, \ldots, t_{M}$ are the roots of $\mathcal{L}_{M+1}^{\prime}(t)$. Therefore, equation (3.10) leads to the elementwise equation

$$
B_{1} D_{t}^{\alpha} V_{M}\left(t_{j}\right)-B_{2}\left(t_{j}\right) V_{M}\left(t_{j}\right)-R\left(t_{j}\right)=0, \quad \text { for } j=0: M
$$

or

$$
B_{1} \sum_{k=0}^{M} u_{k}^{(\alpha)}(t) F_{k}^{\alpha}(t)-B_{2}\left(t_{j}\right) \sum_{k=0}^{M+1} U_{k} F_{k}^{\alpha}(t)-R\left(t_{j}\right)=0, \quad \text { for } j=0: M .
$$

Let

$$
\mathrm{V}=\left[\begin{array}{c}
\mathrm{u}_{0} \\
\mathrm{U}_{1} \\
\vdots \\
\mathrm{u}_{\mathrm{M}^{\sim}+1}
\end{array}\right], \quad \mathrm{V}^{(\alpha)}=\left[\begin{array}{c}
\mathrm{u}_{0}^{(\alpha)} \\
\mathrm{u}_{1}^{(\alpha)} \\
\vdots \\
\mathrm{u}_{\mathrm{M}}^{(\alpha)}
\end{array}\right], \quad \Lambda=\left[\begin{array}{c}
\mathrm{R}\left(\mathrm{t}_{0}\right) \\
\mathrm{R}\left(\mathrm{t}_{1}\right) \\
\vdots \\
\mathrm{R}\left(\mathrm{t}_{\mathrm{M}}\right)
\end{array}\right] .
$$

Thus, we can rewrite Equation (3.3) in the matrix form as

$$
C_{3} C_{1} V^{(\alpha)}-C_{4} C_{2} V-\Lambda=0,
$$

where

$$
\begin{aligned}
& \mathrm{C}_{1}=\left[\begin{array}{cccc}
\mathrm{B}_{1} & 0 & \ldots & 0 \\
0 & \mathrm{~B}_{1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathrm{~B}_{1}
\end{array}\right]_{(\mathrm{N}+3)(\mathrm{M}+1) \times(\mathrm{N}+3)(\mathrm{M}+1)}, \\
& \mathrm{C}_{2}
\end{aligned}=\left[\begin{array}{cccc}
\mathrm{B}_{2}\left(\mathrm{t}_{0}\right) & 0 & \ldots & 0 \\
0 & \mathrm{~B}_{2}\left(\mathrm{t}_{1}\right) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathrm{~B}_{2}\left(\mathrm{t}_{\mathrm{M}+1}\right)
\end{array}\right]_{(\mathrm{N}+3)(\mathrm{M}+2) \times(\mathrm{N}+3)(\mathrm{M}+2)},
$$

and

$$
\mathrm{C}_{4}=\left[\begin{array}{cccc}
\mathrm{F}_{0}^{\alpha}\left(\mathrm{t}_{0}\right) \mathrm{I}_{\mathrm{N}+3} & \mathrm{~F}_{1}^{\alpha}\left(\mathrm{t}_{0}\right) \mathrm{I}_{\mathrm{N}+3} & \ldots & \mathrm{~F}_{M+1}^{\alpha}\left(\mathrm{t}_{0}\right) \mathrm{I}_{\mathrm{N}+3} \\
\mathrm{~F}_{0}^{\alpha}\left(\mathrm{t}_{1}\right) \mathrm{I}_{\mathrm{N}+3} & \mathrm{~F}_{1}^{\alpha}\left(\mathrm{t}_{1}\right) \mathrm{I}_{\mathrm{N}+3} & \ldots & \mathrm{~F}_{\mathrm{M}+1}^{\alpha}\left(\mathrm{t}_{1}\right) \mathrm{I}_{\mathrm{N}+3} \\
\vdots & \vdots & \ddots & \vdots \\
\mathrm{~F}_{0}^{\alpha}\left(\mathrm{t}_{\mathrm{M}}\right) \mathrm{I}_{\mathrm{N}+3} & \mathrm{~F}_{1}^{\alpha}\left(\mathrm{t}_{\mathrm{M}}\right) \mathrm{I}_{\mathrm{N}+3} & \cdots & \mathrm{~F}_{\mathrm{M}+1}^{\alpha}\left(\mathrm{t}_{\mathrm{M}}\right) \mathrm{I}_{\mathrm{N}+3}
\end{array}\right]_{(\mathrm{N}+3)(\mathrm{M}+1) \times(\mathrm{N}+3)(\mathrm{M}+2)} .
$$

Since $U_{k}^{(\alpha)}=\sum_{j=k+1}^{M+1} a_{j k} U_{j}$, it is easy to see that $V^{(\alpha)}=C_{5} V$, where
and $a_{j k}=(2 k+1) \alpha \int_{0}^{1} D^{\alpha} F_{j}^{\alpha}(t) F_{k}^{\alpha}(t) w(t) d t$ for $k=0,1,2, \ldots, M$ and $j=k+1: M+1$. Therefore, system (3.4) becomes

$$
\mathrm{C}_{3} \mathrm{C}_{1} \mathrm{C}_{5} \mathrm{~V}-\mathrm{C}_{4} \mathrm{C}_{2} \mathrm{~V}-\Lambda=0 .
$$

Now, we study the initial condition on the variable $x$. From Equation (3.9), one can see that

$$
B=U(0)=\sum_{k=0}^{M+1} U_{k} F_{k}^{\beta}(0)=\sum_{k=0}^{M+1}(-1)^{k} U_{k}
$$

which implies that

$$
C_{6} V=B,
$$

where $\mathrm{C}_{6}=\left[\begin{array}{llllll}-\mathrm{I}_{\mathrm{N}+3} & \mathrm{I}_{\mathrm{N}+3} & -\mathrm{I}_{\mathrm{N}+3} & \mathrm{I}_{\mathrm{N}+3} & \cdots & (-1)^{\mathrm{N}+1} \mathrm{I}_{\mathrm{N}+3}\end{array}\right]_{(\mathrm{N}+3) \times(\mathrm{N}+3)(\mathrm{M}+2)}$. . From systems (3.5) and (3.6), we obtain the following linear system

$$
\Omega V=\Psi,
$$

where

$$
\Omega=\left[\begin{array}{c}
\mathrm{C}_{3} \mathrm{C}_{1} \mathrm{C}_{5}-\mathrm{C}_{4} \mathrm{C}_{2} \\
\mathrm{C}_{6}
\end{array}\right], \quad \Psi=\left[\begin{array}{l}
\Lambda \\
\mathrm{B}
\end{array}\right] .
$$

Finally, we use Mathematica to solve the above linear system.

## 4. Numerical results

In this section, we implement the proposed numerical technique for several examples which are presented below.
Example 4.1. Consider the fractional diffusion equation

$$
\begin{aligned}
D_{t}^{\alpha} u(x, t) & =D_{x}^{\beta} u(x, t), \quad x \in(0,1), t \in(0,1), 0<\alpha \leqslant 1,1<\beta \leqslant 2, \\
u(0, t) & =E_{\alpha}\left(-t^{\alpha}\right), u(1, t)=E_{\alpha}\left(-t^{\alpha}\right) E_{\beta}(-1), 0<t<1, \\
u(x, 0) & =E_{\beta}\left(-x^{\beta}\right), 0<x<1,
\end{aligned}
$$

where $\mathrm{E}_{\gamma}(z)$ is the Mittag-Leffler function. It is easy to see that the exact solution is

$$
u(x, t)=E_{\alpha}\left(-t^{\alpha}\right) E_{\beta}\left(-x^{\beta}\right)
$$

since $D_{t}^{\alpha} E_{\alpha}\left(-t^{\alpha}\right)=-E_{\alpha}\left(-t^{\alpha}\right)$ and $D_{\chi}^{\beta} E_{\beta}\left(-\chi^{\beta}\right)=-E_{\beta}\left(-\chi^{\beta}\right)$ for $0<\alpha<1$ and $1<\beta \leqslant 2$. The approximate solutions generated by the proposed method and the exact solution are presented in Figure 1 , for different values of $\alpha, \beta$, and $N=M=12$.



Figure 1: The exact and approximate solutions of Example 4.1.
Define the error

$$
\text { error }=\max \left\{\left|u\left(x_{i}, t_{j}\right)-u_{a p p}\left(x_{i}, t_{j}\right)\right|: x_{i}=0.01(\mathfrak{i}-1), t_{j}=0.01(\mathfrak{j}-1), \mathfrak{i}: 1: 101, \mathfrak{j}=1: 101\right\},
$$

where $u_{\text {app }}(x, t)$ is the approximate solution generated by the proposed method for $N=M=12$. Table 1 presents the error for different values of $\alpha$.

Table 1: Error for Example 4.1.

| $\alpha$ | $\beta$ | error |
| :--- | :--- | :--- |
| 0.5 | 1.5 | $5.7 * 10^{-10}$ |
| 0.9 | 1.9 | $4.2 * 10^{-11}$ |
| 0.99 | 1.99 | $2.1 * 10^{-11}$ |
| 0.9999 | 1.9999 | $7.9 * 10^{-13}$ |

Example 4.2. Consider the fractional diffusion equation

$$
\begin{aligned}
D_{t}^{\alpha} u(x, t) & =D_{x}^{\beta} u(x, t)-2 t^{3}+\frac{6 x^{3} t^{3-\alpha}}{\Gamma(4-\alpha)}-\frac{6 x^{3-\beta} t^{3}}{\Gamma(4-\beta)}, x \in(0,1), t \in(0,1), 0<\alpha \leqslant 1,1<\beta \leqslant 2, \\
u(0, t) & =0, u(1, t)=t^{3}, 0<t<1, \\
u(x, 0) & =0,0<x<1,
\end{aligned}
$$

with $u(x, t)=t^{3} x^{3}$ being the exact solution. The exact and approximate solutions generated by the proposed method are presented in Figure 2 for different values of $\alpha$ and $\beta$, and $N=M=8$. Figure 3 presents the exact solution $u(x, t)=t^{3} \chi^{3}$ and the approximate solution for $\alpha=1$ and $\beta=2$, and $\mathrm{N}=\mathrm{M}=8$.


Figure 2: The exact and approximate solutions of Example 4.2.

Table 2: Error for Example 4.2.

| $\alpha$ | $\beta$ | error |
| :--- | :--- | :--- |
| 0.25 | 1.25 | $9.1 * 10^{-13}$ |
| 0.5 | 1.5 | $4.2 * 10^{-13}$ |
| 0.75 | 1.75 | $8.6 * 10^{-14}$ |
| 0.99 | 1.99 | $5.3 * 10^{-14}$ |



Figure 3: Exact and approximate solution for Example 4.2.

Example 4.3. Consider the fractional diffusion equation presented in [4],

$$
\begin{aligned}
D_{t}^{\alpha} u(x, t) & =k D_{x}^{\beta} u(x, t), x \in(0,1), t \in(0,1), 0<\alpha \leqslant 1,1<\beta \leqslant 2, \\
u(0, t) & =\frac{3 k t^{\alpha}}{\Gamma(1+\alpha)}, u(1, t)=\frac{3}{\Gamma(1+\alpha \beta)}+\frac{3 k t^{\alpha}}{\Gamma(1+\alpha)^{\prime}}, 0<t<1, \\
u(x, 0) & =\frac{3 x^{\beta}}{\Gamma(1+\beta)^{\prime}}, 0<x<1 .
\end{aligned}
$$

The solution of [4] and approximate solutions generated by the proposed method are presented in Figure 4 for $k=1, \alpha=0.8$ and $\beta=1.2$, and $N=M=6$. The approximate solutions generated by the proposed method are presented in Figure 5 for $k=1, \alpha=1$ and $\beta=2$, and $N=M=6$. Table 3 contains the absolute error between Gejji [4] and the proposed method for $k=1, \alpha=0.8$.


Figure 4: The approximate and [4] solutions for Example 4.3.


Figure 5: The approximate solution for Example 4.3.

Table 3: Absolute error of Gejji's method [4] and the proposed method.

|  | $\alpha=0.8$ and $\beta=1.2$ |  |  |
| :--- | :--- | :--- | :--- |
| $x$ | Abs. Error $\mathrm{t}=0.4$ | Abs. Error $\mathrm{t}=0.8$ | Abs. Error $\mathrm{t}=0.9$ |
| 0.1 | $4.6 * 10^{-16}$ | $1.7 * 10^{-16}$ | $3.1 * 10^{-16}$ |
| 0.2 | $7.9 * 10^{-16}$ | $4.8 * 10^{-16}$ | $7.7 * 10^{-16}$ |
| 0.3 | $1.3 * 10^{-15}$ | $1.1 * 10^{-15}$ | $1.5 * 10^{-15}$ |
| 0.4 | $3.4 * 10^{-15}$ | $2.5 * 10^{-15}$ | $3.6 * 10^{-15}$ |
| 0.5 | $6.1 * 10^{-15}$ | $4.9 * 10^{-15}$ | $5.7 * 10^{-15}$ |
| 0.6 | $6.9 * 10^{-15}$ | $7.8 * 10^{-15}$ | $7.9 * 10^{-15}$ |
| 0.7 | $8.9 * 10^{-15}$ | $9.2 * 10^{-15}$ | $9.4 * 10^{-15}$ |
| 0.8 | $5.5 * 10^{-16}$ | $2.5 * 10^{-16}$ | $2.7 . * 10^{-16}$ |
| 0.9 | $2.4 * 10^{-16}$ | $1.7 * 10^{-16}$ | $1.4 * 10^{-16}$ |

## 5. Conclusion

In this paper, we use series expansion based on the fractional-order Legendre function to solve the generalized fractional diffusions equations of Caputo's type. We write the coefficients of the fractional derivative in terms of the shifted fractional Legendre functions as indicated in Theorem 2.5, and give explicit relationship between them. Then, we use the collocation method to compute these coefficients. To the best of our knowledge, the method has not been developed to integrate the generalize fractional diffusion equations of the form (1.1)-(1.2). We test the proposed technique for several examples, and present three of them in this paper. These examples show the efficiency and the accuracy of the proposed method, where in few terms we achieved high accuracy.
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