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Abstract

In this article, a new technique of alpha-power transformation is used to propose a new class of lifetime distributions. Four
special models of the new family are presented. Some mathematical properties of the proposed model including estimation
of the unknown parameters using the method of maximum likelihood are discussed. For the illustrative purposes of the new
proposal, a three-parameter special model of this class, namely, new alpha-power transformed Weibull distribution is considered
in detail. The proposed distribution offers greater distributional flexibility and is able to model data with increasing, decreasing,
and constant or more importantly with bathtub-shaped failure rates. Type-1 and Type-II censoring estimation are discussed. A
simulation study based on complete sample of the new model is also carried out. Finally, the usefulness and efficiency of the
new proposal is illustrated by analyzing two real data sets.
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1. Introduction

In the practice of distribution theory, the development of new statistical models is a prominent research
topic. The literature is filled with such distributions that are very worthwhile in predicting and modeling
real world phenomena. A number of classical distributions have been used comprehensively over the past
decades for modeling data in several applied areas including bio-medical analysis, reliability engineering,
economics, forecasting, astronomy, demography and insurance. After the massive work by Pearson [23]
for proposing new statistical distributions using the system of differential equation method, numerous
general procedures have been suggested for introducing new family of distributions. Another prominent
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method generated on differential equation was introduced by Burr [4] which can take on an extensive
variety of shapes of the continuous statistical distributions. Since 1980, methodologies of proposing new
distributions moved to the introduction of additional parameters to an existing class of distributions to
increase the level of flexibility. For instance, Mudholkar and Srivastava [19] and Marshall and Olkin [18]
proposed new method of adding parameters to existing distributions. Some of the well-known family
of distributions are beta-generated by Eugene et al. [10], Weibull-G studied by Bourguignon et al. [3],
Garhy-G of Elgarhy et al. [9], Kwmaraswamy (Kw-G) introduced by Cordeiro and de Castero [5], Type
IT half logistic-G of Hassan et al. [14], exponentiated extended-G proposed by Elgarhy et al. [8], the
Kumaraswamy Weibull by Hassan and Elgarhy [13], exponentiated Weibull by Hassan and Elgarhy [12],
Odd Frechet-G by Haq and Elgarhy [11], and Muth-G by Almarashi and Elgarhy [2]. For a brief review,
one may refer to Kotz and Vicari [15] which reviewed the primary development of statistical distributions.
Recently, Mahdavi and Kundu [17] introduced a new method for generating lifetime distributions named
as alpha-power transformation (APT) method, defined by the cumulative distribution function (cdf) is
given below

-1 o> 0 1 R
G _ 1 fa>0, « #1, x€R, 11
) { F(x), ifa=1, (L)

the quantity F (x) in (1.1) is a cdf of the baseline distribution. Using the cdf of exponential distribution
in (1.1) Mahdavi and Kundu [17] introduced a two-parameter model named as alpha-power exponential
(APE) distribution. The cdf of the APE distribution is given by

(1—e7V*) _ .
G(x) = o 1 ifay>0, a#1 x>0,
1—e 7, if o =1.

Using (1.1), Dey et al. [7] introduced the alpha-power transformed Weibull (APTW) distribution which
has the cdf given as follows

<1727YX9

G(x) = “aiqe_l ifo, 7,06 >0, #1, x>0,
1_e*}/X’ lfO(:]_

Several lifetime models such as Weibull, alpha-power transformed exponential (APTE), and alpha-power
transformed Rayleigh (APTR) distributions can be obtained as special models of the APTW distribution.
In the present article, we use a new scheme to add an additional parameter to introduce a new class of
distributions. The new proposal may be named as new alpha-power transformation (NAPT) method. The
cdf of the proposed family is defined by the following expression

G (x:0) = Foab) o™ if 5, £ >0, a#1, XE€R, 12)
’ F(x; &), ifx=1, '

where® = («, &). From the expression in (1.2), it is well clear that if & # 1, thenG (x;0) is a weighted

)=

version of F (x; &), where the weight is w (x Wt /oc . So, the expression in (1.2) can be written as

G(x0)=F(&w(x).

Weighted distributions play an essential role in the practice of statistical distribution theory, for detail
see Patil and Ord [21] and Patil and Rao [22]. The probability density function (pdf) corresponding to
(1.2) is given by

. F(x;&)
g(x;0) = f(x,E)(ch (1+log () F(x;&)], if >0, a#1. (1.3)
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The corresponding survival function (sf), hazard rate function (hrf), reversed hazard rate function (rhrf),
and cumulative hazard rate function (chrf) are provided in (1.4)-(1.7), respectively.

S(x;0) = “_F(’”i) ‘XF(X@, if >0, al. (1.4)
h(x;0) = fhe) o X:(xu;)rf?i&)) (X;a)], if «>0, a#1. (1.5)
e (058 [1+(1;>‘g£() LT3 I 06
H(x;@):—log<°‘ Flx i) Xa)), if >0, x#1. (1.7)

Henceforth, a random variable X with pdf given by (1.3) will be denoted by X ~ NAPT (x; ©). Furthermore,
the key motivations for using the NAPT family in practice are as:

1. A very simple and efficient method of inducting an additional parameter to generalize the existing
distributions.

2. To improve the characteristics and flexibility of the existing distributions.

3. To introduce the extended version of the baseline distribution having closed form of cdf, sf as well
as hrf.

4. To extend the existing distributions by introducing only one parameter, rather than adding two or
more parameters.

5. To define special models capable of modeling with monotonic and non-monotonic hazard functions.

6. To provide better fits than other modified models having same or higher number of parameters.

We are motivated to study a special model of this class named as new alpha-power transformed Weibull
(NAPTW) distribution. The suggested model offers greater distributional flexibility and is able to model
lifetime with monotonically increasing, decreasing and constant or more importantly with bathtub-shaped
failure rates. The rest of the article is structured as follows. In Section 2, we provide a mixture represen-
tation and importance of the new proposal. Section 3, provides the limiting behavior of the new family.
Basic mathematical properties including quantile function, ordinary and incomplete moments, moment
generating function and probability weighted moments are derived in Section 4. Section 5 considers four
special models of the proposed family and discusses its special cases. Section 6 considers the maximum
likelihood estimation and simulation. Censoring estimation is discussed in Section 7. Two real data sets
are analyzed in Section 8. Finally, Section 9 concludes the article.

2. Useful expansions and importance of NAPT family

This section presents the importance and mixture representation for the pdf and cdf of the proposed
family. Using the series representation in the form

i logoc

i=0

so, the pdf in (1.3) can be written as

[e¢]
gs0) =) mif(x& +Zm &) [F( &), 2.1)
i=0
i i+1
where, n; = i(bgﬂo‘) ,and n/ é(bgfﬁ)
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Furthermore, another form of the pdf in (2.1), which provides the following infinite combination

9(x0) =) o aflE el +) S5 bie) Fiel !, (22)
i—o " it
where,a=1+1,and b =1+ 2.
We can also write (2.2) as
o1 % M N M .
9(0) =Y oMl ) o hinaE) (2.3)
i=0 i=0

where, hi 1(x; &) = af(x; &) [F(x; <E)]a*1 ,and hio2(x; &) = b (x; &) [F(x; E)]bfl, are the exponentiated
generated (Exp-G) densities with power parameters a and b, respectively. From the density derived in
(2.3), it is well clear that the proposed family can be expressed as an infinite combinations of exponentiated
family of distributions. Henceforth, the NAPT family of distributions can also be used in modeling data,
where data modeling using compound (mixture) distributions are required.

The cdf of the NAPT family can be written as

GO =) “Of;;‘) Flx8).
i=0 )

Let u is an integer, then the expression for g (x;0) [G (x;©)]" is derived as

9(x©)1 Z Kif (G 8) [F (x84 Y K (;€) [F (6 €)1 (2.4)
i=0
i+2 i
where, Ki = 1 (k’g“]lf““ and K/ = L (log ) Z (ut1)t

The density function in (2 2) and the other function derlved in (2.4) can be used quite effectively to
derive numerous mathematical properties of the NAPT family. For instance, we can obtain closed form
solution for the ordinary and probability weighted moments of any special case of the NAPT family.

3. Limiting behavior of the NAPT family

In this section, we study the behavior of the cdf, pdf, sf, hrf, and rhrf of the NAPT family of distributions
as x — —oo and x — oo.

Proposition 3.1. The limiting behavior of (1.2), (1.3), (1.4), (1.5), and (1.6) as x — —oo are given by

G(x;0) - 0asx — —oo,

f(x; &)

g(x;0) — Y as x — —oo,

S(x;©) — 1asx — —oo,

f(x; &)

h(x;®) - ——= as x — —o0,
o
1(x;0) — 00 as x — —oo.

Proposition 3.2. The limiting behavior of (1.2), (1.3), (1.4), (1.5), and (1.6) as x — oo are given by

X
x;0) — f(x; &) [1+(logoc)] as x — 0o,
x;0) — 0as x — oo,
x;0) — 0o as x — oo,
x;,0) = (x; &) [1+ (logx)] as x — oco.
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4. Basic mathematical properties

This section considers some key mathematical properties of the proposed family.

4.1. Ordinary moments

Speaking broadly, we always need to keep in mind the importance of moments in any statistical anal-
ysis particularly in applied fields. For example, through moments the important characteristics such as
tendency, dispersion, skewness, and kurtosis of a distribution can be studied.

LetX ~ NAPT (x; ©), then the rth ordinary moment of X is derived as follows

oo X .
=] Y emt o e axe [ Z X (e,
T i=0
W= Mivri+ Y Mivric,
i=0 i=0

where, Uy, = [* X" (x;€) [F (G £)]" dx, and vr,i41 = [, X" (8) [F (6 )] dx.

4.2. Quantile function
The quantile function of NAPT random variable X is given by

log (F (x; £)) + F (x; &) log () — log (all) = 0.

Using the previous equation, we can generate random sample from NAPT family by using U as uniform
random number.

4.3. Incomplete moments

The incomplete moment is one of the most usual approaches used to determine the moments of a
probability distribution. These moments play an essential role in determining the Bonferroni and Lorenz
curves. The T incomplete moment of X is derived as

y o
[ Y e Fer e | Zx b £,
T i=0
y) = Znibr,i + Zﬂ/ibr,iﬂl
i=0 i=0

where, by = [¥  x7f (x;€) [F (x; €))" dx, and by = [Y X7 (% &) [F (x; €)1 dx.
Furthermore, the conditional measures which play an 1mportant role in predictions can be derived as

E(XT/X > 1) = S(tla) <Eozxfmf Pl ar | Zx (% a)r“),
(XT/X>t (an T1+Zn1 r1+1>

where Api = [7x7f (x;£) [F(x; £)]' dx, and Arigq = [7°X7F (6 £) [F (6 €))7 dx.

4.4. The probability weighted moments

The probability weighted moments (pwms) is another approach that is used to obtain the moments of
statistical distributions whose inverse form cannot be expressed explicitly. For a random variable X with
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pdf given by (2.4), the pwms represented by 7., is derived as

Tou = EXTG(x; @) = JOO X G(x;0)g(x; ©)dx.

—00

Inserting (2.4) in the previous equation, the pwms of NAPT family is as follows

Tru = J X"Kif (% £) [F (x; )" dx +J XK (% £) [F ()] dx,
X0 —00 i

o o
/
Tru = § Kiveuri+ § KiVrutit1,
i=0 i=0

where, vy = [ X (% E) [F (6 E)]" T dx, and Ve i1 = [ X7 (6 £) [F (x 14 dx.

4.5. Moment generating function

The moment generating function (mgf) is another most prominent approach to study the behavior of
probability distributions. A general expression for the NAPT random variable X is obtained as

(o 0] o0 tT‘ e tT‘
My (t) = J e™g(x;0)dx = Z =] W, My (t) = Z ] (ﬂivr,i +n/ivr,i+1) .

- =0 i,r=0

4.6. Residual and mean residual life

The residual life and reversed residual life associated with a lifetime random variable are of interest
in numerous areas of applied sciences such as survival analysis, biometry, actuarial studies and risk
management. The residual lifetime of X denoted by Ry, is derived as

S(x+t) Ca—F(x+tE) af e
P T A F () af ()

Additionally, the reverse residual life of X denoted by R(y) can be derived as

R S (X_ t) R oa—F (X — t; (i) (XF(x_t;Ev)
(t) — S (t) s (t) — x—F (t, ((,) “F(t;i)

4.7. Rényi and q-entropy

Entropy is a statistical tool that is used to measure the variation or uncertainty of a random variable.
Let X follow NAPT family with density function given in (1.3), then the Rényi entropy of X is derived as

Ir(8) log [1(3)], 4.1)

T 1-5%
where
1(5) :J g(x;©)°dx, &6>0and &#1.
R

Using the generalized binomial series in the following form

142" =3 () ()
so, we have
(g0 =Y e [f(x8)° [Fs &)™, (4.2)
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where,

(1) (log )" ( S )61‘

&ij =

jlod
Using (4.2) in (4.1), we have

1
S 1-5

Ig (8) log J > e [F (81 [F (% £ dx. (4.3)
Rij=0

The expression in (4.3) can be used to derive the Rényi entropy for any special model of the NAPT family.

Furthermore, the g-entropy, say H (f) is defined by

Hgq (f) log [1 —14 ()],

where I(q) = [ [g(x;©)]9dx, ¢ >0 and q # 1. From (4.3) one can easily obtain

Hq (f) = 5 i 4198 {1L D e [FOGENF(x ) dx] :

1,j=0

4.8. Order statistics
Let Xi.k, Xo:k, ..., Xk be the order statistics of a random sample Xj, Xy, ..., Xy observed from NAPT
family with G (x;©) and g (x;®), then the density function of X;.x is given by

. _ f (X; E’) < k—r Y . k+v—1
9rx (60) = g s %( Ny )(—1) F oo, (44)

where, B (.,.)denotes the beta function. The pdf of the rth order statistic of NAPT family is derived by
using (2.4) in (4.4), and replacing u with k +v—1, we have

_ k—r
S () e
B(r, k — v+ 1)

grx (4,0) = Win T06E) F ORI g, £ 8) F O8], @5)

_ 1 (loga)'(k+v)! ;o _ 1 (logax)*(k+v)!
where, Vi, = PSR 1l , and wi,v = Xk 1 .

Furthermore, n'" ordinary moment of the ™! order statistics for NAPT family is derived as

o0

E(XTy) —J X gro (% ©) dx, (4.6)

using (4.5) in (4.6), we get
n—r k - v
patier) (vl [)

v

n —

E( r:k)— B(r,k—r+ 1)

- J X £ 06 E) F 0 &0 bt £ 068) F (6 81+ ax,
_ k—r

ZE\):TO < v ) (_1)\)

E(XTy) = Bk i 1) [Wiv@nkvriot W5y O vl

where, N
On k+v+i—1 = J xpac f (% &) [F (x; E)]kJr"H*1 dx,

(0.¢]

P letvri = J X f (6 &) [F (% £)1 TV dx.

—00
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5. Special models

Most of the extended forms of the statistical distributions are proposed for one of the following rea-
sons: a generalization of an appropriate model that has formerly been used effectively, a model whose
analytical fit is better to data, and to improve the characteristics of the existing model. Here, we provide
some special distributions of the proposed family that can have at least one of these reasons.

5.1. A new alpha power transformed Frechet distribution

)e, x > 0, where & = (y,G)T. The
corresponding pdf is f (x; &) = 0y®x~(0+e=(v/ %)’ The cdf and pdf of the new alpha power transformed
Frechet (NAPTFr) distribution are given by

The cdf of the Frechet random variable is given by F (x; &) = e~ (¥/*

0
e (v/x)% e /%)

G(x;0) = "

and .
0vOx— (0+1) g—(v/x)? e~ (/X
g(x;0) = 1~ =

—(v/x)°
" 14 (logo)e } ,

respectively. The plots for the pdf and hrf of the NAPTFr are sketched in Figure 1.

08

08

olx)
04

0.2

00
L

T
0.0 0.5 1.0 15 20 0.0 05 10 15 20 25 3.0

Figure 1: Different plots of pdf and hrf of NAPTFr distribution.

5.2. A new alpha power transformed Pareto distribution

Let X follow the Pareto distribution with cdf F(x;&) = 1 — (x/y)_e, x > v, and pdf f(x; &) =

(0/v) (x/y)*efl, where & = (y,e)T. The cdf of the new alpha power transformed Pareto (NAPTPa)

distribution becomes
[¢]

(1= ) ~®) b

x

G(x;0) =

The corresponding density function is

(0/v) (x/y) X/

g(x0) = "

[1 + (log x) (1 — (x/y)_e)} .

The visual representations of the pdf and hrf of the NAPTPa distribution are sketched in Figure 2.
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T T T T
0.0 05 10 15 oo 05 10 15

Figure 2: Different plots for the pdf and hrf of the NAPTPa distribution.

5.3. A new alpha power transformed Lomax distribution

Consider the case of Lomax random variable with cdf and pdf are given by G(x; &) =1—(1+ yx)*e ,

and g(x; &) = 0y (1 +yx)_(e+1) , where & = (y,B)T. Then, the cdf of the new alpha power transformed
Lomax (NAPTL) distribution is given by

cio) - 120 +yx) 0
’ o oc(l—!—yx)*e )
The pdf NAPTL distribution is expressed by
Oy (1+yx) Y -
9(x;0) = (o(ujyx))e |1+ (log ) (1 (1+70)7°) .

Visual representations of the pdf and hrf of NAPTL distribution are presented in Figure 3.

alx)
02 04 05 0§
1 L
hix)
04 05 06 07 08 08 10

03

01

Figure 3: Different plots of the pdf and hrf of the NAPTL distribution.

5.4. A new power transformed Weibull distribution
The cdf and pdf of the Weibull distributed random variable are given as F(x; () =1 — e ", x,0,y>0,
and f(x; () = yexe_le_yxe, respectively, where & = (6, y). Then, cdf of the NAPTW model is given by

(1) o)

G(x;0) = cx , x,0,0,vy>0, a#l.
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garny, ppP
The pdyf, sf, hrf, rhrf, and chrf of NAPTW distribution are given in (5.1)-(5.5), respectively.
0—1,—yx° (1fe*YXe>
g(x;0) = YO e " © [1 +log () (1 — e_“’xeﬂ , (5.1)
Cx®
o — <1 — e*V’&) a(l_e i )
S(x;0) = " , (5.2)
exeflefyxe B
h(x;0) = “V_ = [1 +log () (1 _p YXG)] ) (5.3)
_x®
vOxO—le—vx’ oc(l_e ! ) [1 +log («) (1 — e‘”‘e)}
T(x;,0) = , (5.4)
1—e X
o — <1 - e_y)(e) (X(l—e*vxe>
H(x;0) = —log " (5.5)

Figures 4 and 5 show the graphical sketching of the density and hrf’s of the NAPTW distribution, for

different parametric values.

Figure 4: Density functions of NAPTW distribution, for different values of parameters.

= w -

1
hix)

Figure 5: Hazard rate functions of NAPTW distribution, for selected parametric values.
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For the practical illustration of the proposed family we consider NAPTW distribution to analyze real
life data. Let X follows the NAPTW distribution, then X reduces to

Weibull distribution, if x — 1;

one parameter Weibull distribution, if x — landy =1;
exponential distribution, if x — 1and 6 =1;

Rayleigh distribution, if x — 1and 6 =2;

one parameter NAPTW, if y = 1; (New)

NAPT exponential distribution, if 6 = 1; (New)

NAPT Rayleigh distribution, if 8 = 2. (New)

NSOk LD =

6. Maximum likelihood estimation and simulation

In this section, we provide maximum likelihood estimation of parameters and simulation of NAPT
family.

6.1. Maximum likelihood estimation

This section concerns with the maximum likelihood estimation of parameters of the NAPT family
based on complete set of samples. Let X1, Xy, ..., Xy be a random sample from NAPT family with param-
eters vector ©. The log-likelihood function of this sample is

K " K
logL =1= —klog o + Z log [f (x; &)] + Z log o [F (x; £)] + Z log [1+1log () F(x; &)]. (6.1)
im1 i=1

Obtaining the partial derivatives of (6.1), may get

k k

a k1 1

a*&*&z, Fhe) +och - 1+logch X &) 62)
o 0(f(x;& ) /aa log () [3 (F (x; &)) /3¢E]

3 Z € Zlog“ Do) /08 +Z 1+log(oc)F(x;£)] - 69

Setting (6.2) and (6.3) equal to zero and solving these equations simultaneously yield the maximum
likelihood estimate (mle) © = (&, &)of © = («, g’

6.2. Simulation study

In this section, we provide simulation study to evaluate the performance of the maximum likelihood
estimates (mle’s) of the NAPT family. The algorithm used in this credit is as follow:

1. a random sample X1, Xy, ..., Xy of sizes n = (50,100, 150,200) are generated from the NAPT family;

2. select initial value for parameters;

3. for each sample sizes the estimates are obtained;

4. for each sample, steps (i)-(iii) are executed 1000 times, and mle’s of the parameters, their biases and
mean square errors are recorded.

The simulation results based on complete sample are provided in Table 1.
From the Table 1, it can easily be detected that

1. as the sample size increases, bias tend to decreases, which shows the accuracy of the maximum
likelihood estimates;

2. also, as the sample size increases, MSE tend to decreases. That shows the consistency of these
estimators.

The results obtained in Table 1, are graphically supported by Figures 6-9.
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Table 1: The parameter estimation from NAPTW distribution using maximum likelihood method.

n | Par | Init | MLE Bais MSE | Init | MLE Bais MSE
o« | 0.5 | 05151 | 0.0151 | 0.0086 | 0.5 | 0.5156 | 0.0156 | 0.0087
30 0 0.5 | 0.5261 | 0.0261 | 0.0187 | 0.5 | 0.5233 | 0.0233 | 0.0165
2% 0.5 | 0.5134 | 0.0134 | 0.0072 | 0.75 | 0.7710 | 0.0210 | 0.0163
o« | 0.5 | 05079 | 0.0079 | 0.0054 | 0.5 | 0.5081 | 0.0088 | 0.0046
50 0 0.5 | 0.5221 | 0.0221 | 0.0108 | 0.5 | 0.5113 | 0.0113 | 0.0091
Y 0.5 | 0.5075 | 0.0075 | 0.0046 | 0.75 | 0.7601 | 0.0101 | 0.0088
o« | 0.5 | 0.5030 | 0.0030 | 0.0022 | 0.5 | 0.5077 | 0.0071 | 0.0018
100 | © 0.5 | 0.5131 | 0.0131 | 0.0053 | 0.5 | 0.5051 | 0.0051 | 0.0044
Y 0.5 | 0.5022 | 0.0022 | 0.0019 | 0.75 | 0.7599 | 0.0099 | 0.0042
« | 0.5 | 05187 | 0.0187 | 0.0087 | 1.5 | 1.5087 | 0.0087 | 0.0201
30 0 0.5 | 0.5772 | 0.0772 | 0.0418 | 0.5 | 0.5130 | 0.0130 | 0.0151
Y 1.5 | 1.5493 | 0.0493 | 0.0670 | 1.5 | 1.5588 | 0.0588 | 0.1206
« | 0.5 | 0.5106 | 0.0106 | 0.0058 | 1.5 | 1.4997 | -0.0003 | 0.0107
50 0 0.5 | 0.5692 | 0.0692 | 0.0251 | 0.5 | 0.5043 | 0.0043 | 0.0087
R 1.5 | 1.5274 | 0.0274 | 0.0440 | 1.5 | 1.5223 | 0.0223 | 0.0618
o« | 05 | 05062 | 0.0062 | 0.0025 | 1.5 | 1.5021 | 0.0021 | 0.0052
100 | © 0.5 | 0.5535 | 0.0535 | 0.0116 | 0.5 | 0.4939 | -0.0061 | 0.0037
RY 1.5 | 1.5176 | 0.0176 | 0.0190 | 1.5 | 1.5169 | 0.0169 | 0.0290

Estimated MSEs

0.0072
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0.01 i
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n=100

Figure 6: Estimated MSEs of the maximum likelihood estimators of NAPTW distribution.
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Figure 7: Estimated MSEs of the maximum likelihood estimators of NAPTW distribution.
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Estimated Biases

0.0261

Figure 8: Estimated Biases of the maximum likelihood estimators of NAPTW distribution.
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Figure 9: Estimated Biases of the maximum likelihood estimators of NAPTW distribution.

7. Estimation under censoring samples

In reliability or lifetime testing experiments, the mostly data are censored due to various reasons such
as time limitation, cost or other resources. There are two common censoring schemes known as Type-I and
Type-II censoring schemes. Here we discuss estimation based on these two censoring schemes. In Type-I
censoring, we have a fixed time say X but the number of items fail during the experiment is random.
Whereas, in Type-II censoring scheme, the experiment is continued (i.e., time varies) until the specified
number of failures occur.

7.1. Type-I censoring estimation

Suppose that Xi, Xy, ..., X; be a type-I censoring sample of size r obtained from lifetime testing exper-
iment on k items whose lifetime following the density given in (1.3). The likelihood function of Type-I
censoring sampling is given

r r r CRXE) oFE\ <7
Ll g) = ( K ) CTTrowe [T [T 1+ tog o) F xisc)] ("‘ FIXE) o ) . @D
i=1 i=1

0.8
i=1
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the log-likelihood function (LL) corresponding to (7.1) is given by

T

(ocE)—l——rlogoc—Hog( >+Zlog (xi; & +Z(10g0¢)ﬂ:(xi;iﬂ

i=1

T o —F(X;&) o F(X:E) 72
+ ) log[1+ (log o) F (xi; £)] + (k—71)log ( o ) :
i=1
Obtaining the partial derivatives of (7.2), we get
ol T Xl/ )
x|« 7ZF b+ Z [1+ (log &) F (xi; &)]
FOGE) oF 8 [ 1 —F(X8)] "
X; &) aF (X8 —F(X; &
+(k—r1) x {(OC—F(X}E.) (XF(X;E,))}'
& [0(f(xi;8)) /08 (loga) 19 (F (x; £)) /3]
a _; Pt +Z (logax) [0 (F (x1; £)) /OE] +Z T ( logo( (xi )] .

{0 (F(X; ))/aé}cx PGE) 1+ (log ) F (X;E,)].

—(k—r1) [oc—F(X;a) “F(X;i)]

By equating (7.3) and (7.4) to zero and solving simultaneously we have the mle’s © = (&, &) of © = («, &)’
based on Type-I censored sample. Simulation results based on Type-I censoring samples for the NAPTW
distribution are provided in Table 2.

Table 2: The parameter estimation from NAPTW distribution using maximum likelihood method under Type-I censored
samples.

k | Par | tg | Init | MLE Bais MSE | Init | MLE Bais MSE
vy | 10| 0.5 | 0.5093 | 0.0093 | 0.0075 | 0.75 | 0.7693 | 0.0193 | 0.0159
20 0.5103 | 0.0103 | 0.0078 0.7672 | 0.0172 | 0.0160
® | 10| 0.5 | 0.5301 | 0.0301 | 0.0197 | 0.5 | 0.5210 | 0.0210 | 0.0202
30 20 0.5262 | 0.0262 | 0.0185 0.5194 | 0.0194 | 0.0169
« | 10| 0.5 | 0.5118 | 0.0118 | 0.0093 | 0.5 | 0.5150 | 0.0150 | 0.0085
20 0.5123 | 0.0123 | 0.0093 0.5136 | 0.0136 | 0.0085
v | 10| 0.5 | 0.5056 | 0.0056 | 0.0045 | 0.75 | 0.7541 | 0.0041 | 0.0087
20 0.5077 | 0.0077 | 0.0044 0.7651 | 0.0151 | 0.0090
0 10 | 0.5 | 0.5085 | 0.0085 | 0.0090 | 0.5 | 0.5046 | 0.0046 | 0.0085
50 20 0.5157 | 0.0157 | 0.0105 0.5094 | 0.0094 | 0.0095
o« | 10| 0.5 | 0.5068 | 0.0068 | 0.0055 | 0.5 | 0.5035 | 0.0035 | 0.0046
20 0.5094 | 0.0094 | 0.0054 0.5116 | 0.0116 | 0.0048
v | 10| 0.5 | 0.5038 | 0.0038 | 0.0023 | 0.75 | 0.7531 | 0.0031 | 0.0046
20 0.5013 | 0.0013 | 0.0022 0.7555 | 0.0055 | 0.0048
0 10 | 0.5 | 0.5056 | 0.0056 | 0.0045 | 0.5 | 0.5023 | 0.0023 | 0.0045
100 20 0.5086 | 0.0086 | 0.0045 0.5022 | 0.0022 | 0.0044
o« | 10| 0.5 | 0.5046 | 0.0046 | 0.0027 | 0.5 | 0.5027 | 0.0027 | 0.0024
20 0.5019 | 0.0019 | 0.0026 0.5044 | 0.0044 | 0.0025

From Table 2, it is quite clear that as k increases then Bais and MSE of the estimator’s decrease.

7.2. Type-II censoring estimation

Consider Xi, Xy, ..., X; be a type-II censoring sample of size r observed from lifetime testing experi-
ment on k items whose lifetime have the density expressed in (1.3) . The likelihood function of type-II
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censoring sampling is

. — . F(xr;€) k=T
L&) = ( >Hf xi; €, H(x xi;€ E 1+ (IOgLX) (x; &)l <O€ F(szi) x ) .

The LL estimates of the mle’s © = (&, &)of © = («, £)" based on Type-1II censored sample can be obtained
by solving the following non-linear equations:

T

ol T 1 F(xi; &)
a—*&+&ZF(XiIE)+&

i=1 i=1 [1 + (log OC) F (Xi} E,)]
F (xr; &) of (x8) { [1—F (xr; £)] }
T ( ,

a—F(xr; &) af(xrit))

ol P(f(xi;8)) /3] = (loga) [0 (F (xi; &) /9]
_; f(xi; &) +Z (loger) [0 (F (xi; & /anr; [1+ ( logcx (x4;&)]

{0 (F(xi;&)) /aa} of ri8) [1 4 (log &) F (x5 &)]
[(x —f (XT; a) “F(xr;i)] )

Simulation results based on Type-II censoring samples for the NAPTW distribution are provided in Table
3.

—(k—1)

Table 3: The parameter estimation from NAPTW distribution using maximum likelihood method under Type-II censored sam-
ples.

k | Par | X, | Init | MLE Bais MSE | Init | MLE Bais MSE

Y | 50% | 0.5 | 0.5248 | 0.0248 | 0.0192 | 0.75 | 0.7971 | 0.0471 | 0.0471

80% 0.5192 | 0.0192 | 0.0096 0.7748 | 0.0248 | 0.0220

® | 50% | 0.5 | 0.5257 | 0.0257 | 0.0315 | 0.5 | 0.5614 | 0.0614 | 0.0708

100 80% 0.5273 | 0.0273 | 0.0199 0.5226 | 0.0226 | 0.0204
x | 50% | 0.5 | 0.5278 | 0.0278 | 0.0215 | 0.5 | 0.5351 | 0.0351 | 0.0237

80% 0.5228 | 0.0228 | 0.0117 0.5197 | 0.0197 | 0.0118

Yy | 50% | 0.5 | 0.5182 | 0.0182 | 0.0102 | 0.75 | 0.7773 | 0.0273 | 0.0233

80% 0.5140 | 0.0140 | 0.0058 0.7655 | 0.0155 | 0.0124

© |50% | 0.5 | 0.5034 | 0.0034 | 0.0159 | 0.5 | 0.5305 | 0.0305 | 0.0305

300 80% 0.5042 | 0.0042 | 0.0090 0.5092 | 0.0092 | 0.0105
« | 50% | 0.5 | 0.5201 | 0.0201 | 0.0115 | 0.5 | 0.5204 | 0.0204 | 0.0116

80% 0.5161 | 0.0161 | 0.0070 0.5124 | 0.0124 | 0.0067

Y | 50% | 0.5 | 0.5093 | 0.0093 | 0.0050 | 0.75 | 0.7589 | 0.0089 | 0.0108

80% 0.5058 | 0.0058 | 0.0027 0.7614 | 0.0114 | 0.0062

0 | 50% | 0.5 | 0.4925 | -0.0075 | 0.0068 | 0.5 | 0.5093 | 0.0093 | 0.0123

100 80% 0.4993 | -0.0007 | 0.0042 0.5004 | 0.0004 | 0.0050
« | 50% | 0.5 | 0.5103 | 0.0103 | 0.0056 | 0.5 | 0.5068 | 0.0068 | 0.0054

80% 0.5069 | 0.0069 | 0.0032 0.5089 | 0.0089 | 0.0033

From Table 3, it is quite clear that as k increases then Bais and MSE of the estimator’s decrease.

8. Applications

In this section, we provide a comparison study of the proposed model and other existing distributions.
We analyze fracture toughness data from the two different materials: the first material are Alumina
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(A1203) taken from the website: http:/ /www.ceramics.nist.gov/srd/summary/ftmain.htm. This data set
can also be found in Nadarajah and Kotz [20]. While, the second data set taken from Saboor and Pogany
[24]. We fit a special model (called NAPTW distribution) of the proposed family in comparison with five
other well-known competing distributions. The cumulative functions of the competing models are:

1. exponentiated Weibull (Ex-W) distribution introduced by Mudholkar and Srivastava [19]
G(x) = (1 — e_yxe) oc, x, 0,7y >0;

2. modified Weibull (MW) distribution of Lai et al. [16]
Gx)=1- e*”‘eem, x,0,0,v7 >0

3. Kumaraswamy Weibull (Ku-W) distribution by Cordeiro et al. [6]

a\ b
G(x)=1— (1— (1—e*VXe> ) . xa,b,0,y>0;
4. alpha power transformed Weibull (APTW) distribution of Dey et al. [7]

oc<1ieiyxe> —1

G(x) = S x,x0,y>0 o#l;

5. flexible Weibull extended (FWE) distribution proposed by Ahmad and Hussain [1]
G(x)=1—exp (—e(XXL xle) , xa,0,v>0.

The analytical measure such as Kolmogorov-Smirnov (KS) test statistic, Cramer-von-Misses (CM) test
statistic, Anderson-Darling (AD) test statistic, Akaike Information Criterion (AIC), Bayesian Information
Criterion (BIC), corrected Akaike information criterion (CAIC), and Hannan-Quinn information criterion
(HQIC) are considered for deciding the goodness of fit results of the proposed model and other com-
peting models. On considering these measures, it is showed that the newly proposed model provides
greater distributional flexibility than the other well-known lifetime distributions. For the interest of the
researchers, we have provided the data in Table 4. While, summary statistics of the data are mentioned in
Table 5.

Table 4: Fracture toughness and Corban fibers data sets.
55,5,49,6.4,5.1,52,52,5,47,4,4.5,4.2,4.1,456,5.01,4.7,3.13, 3.12, 2.68,
2.77,2.7,2.36,4.38,5.73,4.35, 6.81, 1.91, 2.66, 2.61, 1.68, 2.04, 2.08, 2.13, 3.8,
3.73,3.71,3.28,39,4,38,4.1,3.9,4.05,4,3.95,4,45,45,4.2,455,4.65,4.1,
Data 1 Alumina (AI20 3) | 4.25,4.3,4.5,4.7,5.15,4.3,4.5,4.9, 5, 5.35,5.15, 5.25, 5.8, 5.85, 5.9, 5.75, 6.25,
6.05,5.9,3.6,4.1,4.5,5.3,4.85,5.3,5.45,5.1,5.3,5.2,5.3,5.25,4.75,4.5,4.2, 4,
4.15,4.25,4.3,3.75,3.95,3.51,4.13,5.45,2.1,4.6,3.2,2.5,4.1, 3.5, 3.2,3.3, 4.6,
43,43,45,5.5,4.6,49,4.3,3,34,3.7,44,49,49,5
3.70,2.74,2.73, 2.50, 3.60, 3.11, 3.27, 2.87, 1.47, 3.11, 3.56, 4.42, 2.41, 3.19, 3.22,
1.69, 3.28, 3.09, 1.87, 3.15, 4.90, 1.57, 2.67, 2.93, 3.22, 3.39, 2.81, 4.20, 3.33, 2.55,
Data 2 Corban fibers data | 3.31, 3.31, 2.85, 1.25, 4.38, 1.84, 0.39, 3.68, 2.48, 0.85, 1.61, 2.79, 4.70, 2.03, 1.89,
2.88,2.82,2.05, 3.65, 3.75,2.43, 2.95, 2.97, 3.39, 2.96, 2.35, 2.55, 2.59, 2.03, 1.61,
2.12,3.15,1.08, 2.56, 1.80, 2.53
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Table 5: Summary of fracture toughness data.

Summary Statistics | Min. | 15t Quartile | Median | Mean | 374 Quartile | Max.
Data 1 1.680 3.850 4.380 | 4.325 5.000 6.810
Data 2 0.390 2.178 2.835 | 2.760 3.278 4.900

Box Plots

Table 6: Estimates of the parameters and standard errors in parentheses for the models fitted to material 1.

@ —— Data1
_— Data 2

1

|

I

|

|

Figure 10: Box plots of the data sets provided in Table 1.

Dist. 7 8 & a b
NAPTW | 0.006 (0.0005) 3.615 (0.1298) 4.932 (0.6970)
APTW | 0.003 (0.0007) 3.931 (0.1318) 4.958 (0.7308)
FWE | 5961 (1.0160) 3.832 (0.1719) 4.073 (0.7900)
MW | 0.008 (0.0006) 3.873 (0.7433) 1.034 (0.2206)
Ex-W 0.007 (0.0022) 3.620 (0.1622) 4.867 (0.2739)
Ku-W | 0.007 (0.0070) 3.657 (0.3609) 1.663 (0.4281) 2.301 (2.6960)
Table 7: Analytical results of the proposed and other competing models for material 1.
Dist. KS AD CM LL AIC BIC CIAC | HQIC
NAPTW | 0.048 | 0.389 | 0.060 | 85.39 | 342.51 | 350.85 | 342.72 | 345.90
APTW | 0.144 | 0.513 | 0.082 | 85.52 | 347.21 | 355.55 | 347.42 | 350.60
FWE 0.109 | 0.731 | 0.126 | 171.97 | 349.95 | 358.29 | 350.16 | 353.34
MW 0.079 | 0.675 | 0.111 | 171.71 | 349.43 | 357.77 | 349.64 | 352.82
Ex-W 0.082 | 1.045 | 0.168 | 86.57 | 347.72 | 356.05 | 347.92 | 351.10
Ku-W 0.059 | 0.757 | 0.121 | 86.24 | 348.10 | 359.21 | 348.45 | 352.61

Table 8: Estimates of the parameters and standard errors in parentheses for the models fitted to material 2.

7y

A

A

~

Dist. 8% 0 & a b
NAPTW 0.065 (0.0069) 1.573 (0.4498) 4.159 (0.4023)
APTW  0.059 (0.0560) 2.887 (0.5718) 5.091 (7.6069)
FWE 3.063 (0.4502) 1.826 (0.5753) 0.115 (0.0134)
MW 0.024 (0.0093) 2.468 (1.9479) 0.294 (0.3676)
Ex-W  0.023 (0.0249) 3.362 (0.6778) 1.046 (0.3743)
Ku-W  0.012 (0.0073) 2.917 (0.4676) 1.235 (0.2678) 4.147 (2.7288)
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Figure 12: PP-plots of the fitted models for data 1.

Table 9: Analytical results of the proposed and other competing models for material 2.

Dist. KS AD | CM LL AIC BIC | CIAC | HQIC
NAPTW | 0.070 | 0.387 | 0.067 | 85.24 | 176.49 | 183.06 | 176.88 | 179.09
APTW | 0.074 | 0.394 | 0.071 | 85.35 | 176.70 | 183.27 | 177.09 | 179.30
FWE 0.124 | 1.135 | 0.175 | 89.60 | 185.21 | 191.78 | 185.60 | 187.80
MW 0.089 | 0.496 | 0.081 | 85.93 | 177.86 | 184.43 | 178.25 | 180.46
Ex-W | 0.080 | 0.534 | 0.095 | 86.12 | 178.24 | 184.81 | 178.63 | 180.84
Ku-W | 0.082 | 0.551 | 0.099 | 86.24 | 180.48 | 189.24 | 181.13 | 183.94
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Figure 13: Estimated densities and cdfs of the fitted distributions corresponding to data 2.
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Figure 14: PP-plots of the fitted models using data 2.

9. Concluding remarks

In this article, a general class of distributions called new alpha power transformed family has been
proposed. General expressions for the mathematical properties with estimation of parameters using three
methods are discussed. For practical utility, we considered a three-parameter special model named as
alpha power transformed Weibull distribution to evaluate the efficiency of the proposed class. The density
function of the proposed model can take various forms such as negatively-skewed, positively skewed
or symmetrical depending upon its parameters. Moreover, the hazard rate function of the suggested
model can have monotonically increasing, decreasing, constant or bath-tub shaped hazard rates. For the
illustrative purposes two examples are discussed and it is proved that the proposed method consistently
provide better fit in modeling data than other distributions.

We hope that the new class and its special models will attract wider applications in numerous applied
areas such as engineering, hydrology, survival, and lifetime data, economics, medical, among others.
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