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Abstract

The purpose of this paper is to suggest a new algorithm for finding a common solution of a mixed equilibrium problem and
a common fixed point of uniformly Bregman totally quasi-asymptotically nonexpansive mappings in reflexive Banach spaces.
The strong convergence theorems under suitable control conditions are proven.
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1. Introduction

Let E be a real reflexive Banach space with dual space E* and C be a nonempty closed convex subset
of E. Let g: C x C — R be a bifunction and ¢ : C — R be a real-valued function. The mixed equilibrium
problem is to find x € C such that

g y)+ely) —elx) 20, vy eC. (1.1)

Problem (1.1) is studied by Ceng and Yao [5]. Denote the set of solutions of problem (1.1) by MEP(g, @),
ie.,
MEP(g, ¢) ={x € C: g(x,y) + o(y) —@(x) 20, vy € C}.

If @ =0, then the mixed equilibrium problem (1.1) turns into the following equilibrium problem, which

is to find x € C such that
glx,y) >0, vy eC. (1.2)

Problem (1.2) is studied by Blum and Oettli [1]. Denote the set of solutions of problem (1.2) by EP(g), i.e.,
EP(g)={x € C:g(x,y) >0, Yye ChL

If g(x,y) =0 for all x,y € C, then the mixed equilibrium problem (1.1) turns into the following minimize
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problem, which is to find x € C such that
e(y)—ex) >0, vyeC (1.3)
Denote the set of solutions of problem (1.3) by Argmin(¢), i.e.,
Argmin(@) ={x € C: o(y) —@(x) >0, Yy e C}L

The mixed equilibrium problems include fixed point problems, variational inequality problems, equi-
librium problems and optimization problems.

It appeared that the fixed point theory of nonexpansive mappings can be applied to solving solu-
tions of certain evolution equations and solving convex feasibility, variational inequality and equilibrium
problems. There are, many researchers that deal with a variety of procedures for finding fixed points
of nonexpansive mappings and quasi-nonexpansive mappings in Hilbert spaces, uniformly convex and
uniformly smooth Banach spaces.

Whenever the researchers attempted to extend this theory to generalized Banach spaces, they dis-
covered some difficulties and there are a lot of ways to overpower these barriers, for instant, using the
Bregman distance in place of the norm, Bregman (quasi-)nonexpansive mappings in place of the (quasi-)
nonexpansive mappings and the Bregman projection in place of the metric projection.

In 1967, Bregman [2] encountered a technique using the Bregman distance function D¢(-, ) in calcu-
lating and analyzing optimization and feasibility algorithms. Bregman’s technique has been applied in a
variety of ways.

In 2011, Reich and Sabach [12] introduced the new concept of Bregman nonexpansive mappings, that
is Bregman strongly nonexpansive mappings and initiatively studied the convergence theorems of two
iterative algorithms for finding common fixed points of finitely many Bregman strongly nonexpansive
mappings in reflexive Banach spaces.

In 2012, Suantai et al. [15] also considered and obtained the strong convergence theorems for Bregman
strongly nonexpansive mappings by Halpen's iteration in reflexive Banach spaces.

In 2014, Chang et al. [7] extended the notion of Bregman nonexpansive mappings and introduced the
new concept of these mappings namely Bregman totally quasi-asymptotically nonexpansive mappings
and achieved an iteration for finding common fixed points for Bregman totally quasi-asymptotically non-
expansive mappings in reflexive Banach spaces. Moreover, they also proved strong convergence theorems
for the mentioned mappings.

In 2016, Zhu and Huang [17] proposed the iterative methods for finding the common solutions of the
equilibrium problems and fixed points for Bregman totally quasi-asymptotically nonexpansive mappings
in reflexive Banach spaces. Furthermore, they proved and obtained the strong convergence theorems.

The purpose of this paper is to suggest a new algorithm for finding a common solution of a mixed
equilibrium problem and a common fixed point of uniformly Bregman totally quasi-asymptotically non-
expansive mappings in reflexive Banach spaces. The strong convergence theorems under suitable control
conditions are proven.

2. Preliminaries

In this section, we commence by recalling some preliminaries and lemmas which will be used for
proving our main results.

In every part of this paper, we let E be a real reflexive Banach space and let E* be its dual, a function
f:E — (—o00,+00] be a proper and the Fenchel conjugate of f be the function f* : E* — (—o0, +-00] defined
by

f*(x*) = sup{(x*,x) — f(x) : x € E}, Wx* € E¥,

where (-,-) : E* — E is a duality pairing and {x € E : f(x) < oo} is the set of the domain of f, written by
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dom(f). For any x € int(dom(f)) and y € E the right-hand derivative of f at x in the direction y defined
by

f(x,y) = lim fletty) —f(x)'
t—0+ t
fx +ty) —f(x)
t

In this case, f(x,y) corresponds to Vf(x), the value of the gradient Vf of f at x. The function f
is called Gateaux differentiable, if it is Gateaux differentiable for any x € int(dom(f)). The function f is
called Fréchet differentiable at x, if this limit is attained uniformly in |[y|| = 1. Finally, f is called uniformly
Fréchet differentiable on a subset C of E, if the above limit is attained uniformly for x € C and |y|| = 1.

The following important lemma was proved by Reich and Sabach [12].

The function f is called Gateaux differentiable at x if lirg+ exists for any y.
t—

Lemma 2.1 ([12]). Let K be a bounded subset of a real reflexive Banach space £ and f : E — (—o0, +00] be
uniformly Fréchet differentiable and bounded on K C E. Then f is uniformly continuous on bounded subset K C E
and VT is uniformly continuous on bounded subset K C E from the strong topology of E to the strong topology of
E*.

Definition 2.2. A function f : E — (—o0,+00] is said to be “Legendre”, if the following statements are
satisfied:

(L1) the interior of the domain of f, int(dom(f)) is nonempty, f is Gateaux differentiable on int(dom(f))
and domVf = int(dom(f));

(L2) the interior of the domain of f*, int(dom(f)*) is nonempty, f* is Gateaux differentiable on int(dom(f)*)
and domVf* = int(dom(f)*).

Recall the subdifferential of f at x € int(dom(f)) is the convex set defined by
of(x) :={x" e E* : f(x) + (x*,y —x) < f(y), Vy € EL

Remark 2.3. 1f E is a real reflexive Banach space and f : E — (—o0, +o0] is the Legendre function, then all
of the following conditions are true:

(a) the function f is the Legendre function if and only if the function f* is the Legendre function;
(b) an inverse of subdifferential of f is equal to subdifferential of f*, (3f)~! = of*;

(c) Vf=(Vf) !, ranVf = domVf* = int(dom(f)*) and ranVf* = domVf = int(dom(f));

(d) the functions f and f* are strictly convex on int(dom(f)) and int(dom(f)*), respectively.

Definition 2.4 ([6]). Let f : E — (—o0,+00] be a convex and Gateaux differentiable function. Define the
function D¢ : dom(f) x int(dom(f)) — [0, +00) by

D¢(y, x) := f(y) — f(x) — (Vf(x),y —x).
In this situation, D¢(-, -) is called the Bregman distance with respect to f.

It ought to be noted that the Bregman distance is not a distance in the usual sense of the term. By
previous definition, in general sense of D¢(:,-), we can conclude that it is not symmetric and has no
triangle inequality property.

Definition 2.5 ([2]). Let C be a nonempty closed convex subset of dom(f), f: E — (—o0, +-00] be a convex
and Gateaux differentiable function. The Bregman projection of x € int(dom(f)) onto C C dom(f) is the
necessarily unique vector projf(x) € C satisfying the following:

Df(projfc(x),x) =inf{D¢(y,x) :y € C}.
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Definition 2.6 ([3]). Let f : E — (—o0,+00] be a convex and Gateaux differentiable function and vs :
int(dom(f)) x [0, +00) — [0, +00), define the modulus of total convexity of the function f at x by

ve(x, t) .= inf{D¢(y, x) : y € dom(f), ||y — x| = t}.

Then function f is called to be

(a) totally convex at a point x € int(dom(f)), if the modulus of total convexity of the function f at x is
positive, v¢(x,t) > 0 whenever t > 0;
(b) totally convex, if it is totally convex at every point x € int(dom(f)).
Let B be a nonempty bounded subset of E, define the modulus of total convexity of the function f
on the set B by
ve(B,t) :=inf{v¢(x, t) : x € BNndom(f)};

(c) totally convex on bounded sets, if the modulus of total convexity of the function f on the set B is
positive, v¢(B, t) > 0 for any nonempty bounded subset B of E and t > 0.

Lemma 2.7 ([12]). If x is an element in int(dom(f)), then the following conditions are equivalent:
(1) the function f is totally convex at x;
(2) for any sequence {xn} C dom(f) such that if liﬁm D¢(xn,x) =0, then liﬁm Ixn —x|| =0;
n o n o
(3) for any ¢ > 0, there exists & = &(e) > 0 such that if y € dom(f) and D¢(y,x) < 9, then ||[x —y|| < e.

Recall that the function f : E — (—o0, +-00] is called sequentially consistent, if for any two sequences
and {xn} and {yn} in int(dom(f)) and dom(f), respectively such that sequence {x,,} is bounded, then

T}i_r)rgon(yn,xn) =0 implies nh_rgoﬂyn —xnl|| =0.

Lemma 2.8 ([3]). The function f : E — (—o0, +00] is totally convex on bounded sets if and only if it is sequentially
consistent.

Lemma 2.9 ([13]). Let f : E — (—o0, +00] be a Giteaux differentiable and totally convex function. If xo € E and
the sequence {D¢(xn, X0)} is bounded, then the sequence {xn} is also bounded.

Lemma 2.10 ([4]). Let f: E — (—o0, +00] be a Giteaux differentiable function and totally convex on int(dom(f)),
C be a nonempty closed convex subset of int(dom(f)) and x be an element in int(dom(f)). If x € C, then the
following conditions are equivalent:

(1) z € C is the Bregman projection of x onto C C int(dom(f)) with respect to f denoted by z = proj& (x);
(2) the vector z is the unique solution of the variational inequality:

(VFf(x) —Vf(z),z—y) 20, YyeC;
(3) the vector z is the unique solution of the inequality:

D¢(y,z) + D¢(z,x) < D¢(y,x), Yy € C.

Definition 2.11. Let C be a subset of E and T be a mapping from C into itself. Denote the set of all fixed

points of T by F(T) ={x € C: Tx = x}. A point p € C is called an asymptotic fixed point of T if C contains

a sequence {xn} which converges weakly to p such that lgrl [Xn — Txn|| = 0. We denote F(T) the set of
n—oo

asymptotic fixed points of T. A mapping T is called to be
(a) nonexpansive, if ||Tx — Ty|| < [[x —y|;
(b) quasi-nonexpansive, if F(T) is nonempty and ||[Tx —p|| < [[x —p|, ¥x € C,p € F(T);
(c) closed, if for any sequence {xn} C C with x,, =+ x € Cand Tx, -y € C, then Tx =vy;
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(d) uniformly asymptotically regular on C, if nlgr;o :lelg”TnHX —T"x|| =0;
(e) Bregman firmly nonexpansive, if
D¢(Tx, Ty) + D¢(Ty, Tx) + D¢(Tx,x) + D¢(Ty,y) < D¢(Tx,y) + D¢(Ty, x), Vx,y € C;
(f) Bregman strongly nonexpansive with respect to a nonempty F(T), if
D¢(p, Tx) < D¢(p,x), ¥x € C,p e F(T);
(g) Bregman relatively nonexpansive, if F(T) is nonempty, F(T) = F(T) and
D¢(p, Tx) < D¢(p,x), Vx € C,p € F(T);
(h) Bregman quasi-nonexpansive, if F(T) is nonempty and

D¢(p, Tx) < D¢(p,x),Vx € C,p € F(T);

(i) Bregman quasi-asymptotically nonexpansive, if F(T) is nonempty and there exists a real sequence
{kn} C [1,+00), li_r>n kn = 1 such that
n—oo

D¢(p, T"x) < knD¢(p,x), Vx € C,p € F(T);

(j) Bregman totally quasi-asymptotically nonexpansive, if F(T) is nonempty and there exist real se-
quences {An}, {un} in RT with A, — 0,un, — 0 (as n — o0) and a strictly increasing continuous
function 6 : R — R™ with §(0) = 0 such that

D¢(p, T™x) < D¢(p,x) + And(D¢(p, X)) + o, ¥n =1, Vx € C,p € F(T).

Definition 2.12. A countable family of mappings {Ti} : C — C is called to be uniformly Bregman to-
tally quasi-asymptotically nonexpansive, if F := ;= F(T;) is nonempty and there exist real sequences
{A) {pn} in RY with Ay, — O,un, — 0 (as n — oo0) and a strictly increasing continuous function
5:RT — R' with §(0) = 0 such that

D¢(p, Ti'x) < De(p,x) + And(D¢(p, X)) +tn, 21,121, ¥xe(C,pe T,

Remark 2.13. Consequences of previous definitions, we can explain the correlation as follows:

(1) each Bregman relatively nonexpansive mapping can be extended to Bregman quasi-nonexpansive

mapping;
(2) each Bregman quasi-nonexpansive mapping can be extended to Bregman quasi-asymptotically non-
expansive mapping. Indeed, if we take k,, = 1, then we have

Df(P/TnX) < kan(P/TX) < kan(sz)/ Vx € C/p € F(T)/

(3) each Bregman quasi-asymptotically nonexpansive mapping can be extended to Bregman totally
quasi-asymptotically nonexpansive mapping, but the converse maybe not guaranteed. Indeed, if we
take 8(t) =t,t > 0,An = kn —1 and p,, =0, then equation (2.3) can be rewritten as

D¢(p, T™) < D¢(p, x) +And(D¢(p,x)) + un, Vx € C,p € F(T).

As a direct consequence of Remark 2.13, we obtain that each Bregman relatively nonexpansive mapping
must be a Bregman totally quasi-asymptotically nonexpansive mapping, but the converse is not true.
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Lemma 2.14 ([14]). Let K be a bounded subset of a real reflexive Banach space E and f : E — (—o0,+00] be a
Legendre function which is uniformly Fréchet differentiable and bounded on K C E. Let C be a nonempty closed
convex subset of E and T : C — C be a Bregman firmly nonexpansive mapping with respect to f. Then F(T) = F(T).

Let C be a nonempty closed convex subset of a real reflexive Banach space E, and g: C x C -+ R be a
bifunction satisfying the following conditions:

(C1) g(x,x) =0, ¥x € C;

(C2) g is monotone, i.e., g(x,y)+g(y,x) <0, Vx,y € C;
(C3) ¥x,y,z € C,limsup g(tz+ (1 —t)x,y) < g(x,y);
(C4)

t—0+
C4) vx € C,g(x, ) is convex and lower semicontinuous.

f
Definition 2.15. Let f: E — (—o0, +00]. We say that f is a strong coercive function if | lﬁm H(XXH) = +o00
X||—00

The following crucial lemma was proved by Vahid [8].

Lemma 2.16 ([8]). Let f : E — (—o0, +00] be a strong coercive Legendre function and C be a nonempty closed
convex subset of int(dom(f)). Let ¢ : C — IR be a proper lower semi-continuous and convex function. Assume
that g : C x C — R satisfies conditions (C1)-(C4). For x € E define a mapping Res‘;,(p : E — 2€ as follows:

Res{ ,(x) ={z € C: g(z,y)+ o(y) — ¢(z) + (Vf(z) - Vf(x),y —z) > 0, Wy € C).

Then the following statements are true:

(1) Resy, , is single-valued and dom(Resf ) = E;
(2) Resg,(p is Bregman firmly nonexpansive;
(3) MEP(q, @) is a closed convex subset of C and MEP(g, @) = F(Res‘;,(p);

(4) forallx € E,u e F(Res;,(p),
D¢(u, Res;,(px) + Df(Res;(px,x) < Dyg(uw, x).

Lemma 2.17 ([10]). Let K be a bounded subset of int(dom(f)) and f : E — R be a Legendre function such that
Vt* is bounded on K C int(dom(f)) and x be an element in E. If {D¢(x,xn )} is bounded, then sequence {xn} is
also bounded.

The following important lemma was proved by Chang et al. [7].

Lemma 2.18 ([7]). Let K be a bounded subset of a real reflexive Banach space E, C be a nonempty closed convex
subset of E and f : E — (—o0, +00] be a Legendre function which is total convex on K C E. Let T: C — C be a
closed and Bregman totally quasi-asymptotically nonexpansive mapping with real sequences {An},{in} in R* and
a strictly increasing continuous function & : Rt — R™ such that Ay, — 0,un — 0 (as n — oo) and §(0) = 0.
Then F(T) is a closed convex subset of C.

Lemma 2.19 ([13]). Let f : E — R be a Giteaux differentiable and totally convex function, xo be an element in E
and C be a nonempty closed convex subset of E. Suppose that the sequence {xn} is bounded and the weak limits of
any subsequence of a sequence {xr } belong to C C E. If D¢(xn,x0) < D¢(proj&(xo), xo) for any n € IN, then {xn}
converges strongly to proj-(xo).

3. Main result

In this section, we introduce a new algorithm for finding a common solution of a mixed equilibrium
problem and a common fixed point of uniformly Bregman totally quasi-asymptotically nonexpansive
mappings in reflexive Banach spaces. We also prove the strong convergence theorems under suitable
control conditions.
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In the following, we illustrate the main result of this paper.

Theorem 3.1. Let K be a bounded subset of a real reflexive Banach space E and f : E — R be a strong coercive
Legendre function which is bounded, uniformly Fréchet differentiable and totally convex on bounded subset K C E.
Let C C E be a nonempty closed convex subset of int(dom(f)), {Tyn : C — CI5_; be a countable family of
closed and uniformly Bregman totally quasi-asymptotically nonexpansive mappings with real sequences {An}, {pn}
in RY and a strictly increasing continuous function § : RY — R such that Ay, — 0, un — 0 (as n — oo) and
5(0) = 0. Let g : C x C — R be a bifunction satisfying conditions (C1)-(C4) and ¢ : C — R be a proper lower
semicontinuous and convex function.

Assume that {T }3° 4 is a countable family of uniformly asymptotically reqular mappings and Q= ﬂ F(Tm)N
m=1
MEP(g, @) # 0. Let {xn} be a sequence generated by
x1 =u € C, chosen arbitrarily,

unt s glun,y) + ely) —eudt) +(VF(up) = VIi(Thxn),y—ug) 20, vye C, vm > 1,
Cn ={z€ C:sup D¢(z,uy') < De(z,xn) + &nl,

N (3.1)
DTL = ﬂ Ci/
i=1

=1
Xn+1 = Projp 1,

where & = Ay sup 8(D¢(v, xn)) + ptn and projfjn is the Bregman projection of E onto Dr,.

0]

If Q= ﬂ F(Tm) N MEP(g, ¢) is bounded, then the sequence {xr} converges strongly to X = projyu.

m=1
Proof. We separate the proof into five steps.

Step 1: We will show that Q is a closed convex subset of E, by using Lemmas 2.16 and 2.18, and we shall
show that D, is a closed convex subset of E, by substantiation that C,, is a closed and convex subset of E.
It follows from Lemma 2.16 that MEP(g, @) is closed and convex. By Lemma 2.18, we have F(T;,), m > 1
is closed and convex. This implies that Q is also closed and convex.

In the next process, we prove that C,, is closed and convex. Let v € Q be given. Since Resf s

single-valued, u* = Res];,(P (TJL(xn)), m > 1 and by Lemma 2.16 (4), we obtain that Y
D¢(v,Resg , (Th (xn))) + Di(Resg o (Th (xn)), Ton (xn)) < D (v, Tiy (xn)).-

It follows that

D¢ (v,Resy , (T (xn))) < De(v, Ti (xn)) — D¢(Resy o (Th (xn)), T (xn)) < De(v, Tix (xn)), ¥m > 1.
This implies that

Di(v,ul') = D¢(v,Resg  (Th (xn))) < D¢(v, T (xn)) < Dt(v,xn) +vnC(D¢(v, Xn)) + tin.
Therefore
De(v,un’) < De(v,xn) +&n, Ym2>1,

where &, = An sup 8(D¢(v, xn)) + pn. It follows that

sup D¢(v,un’) < D¢(v,xn) + &n.

m>1



K. Jantakarn, A. Kaewcharoen, J. Nonlinear Sci. Appl., 12 (2019), 349-362 356

This yields v € Cy, for all n > 1. Hence Q C Cy,. Therefore QO C D,. Suppose that u,v € Cy,s € (0,1
Setting z = su+ (1 — s)v, we will prove that z € Cy,. Since u,v € C;,, we obtain that sup D¢(u, u)]")
m2>1
D¢(u, xn) + &n and sup De(v, ult) < D¢(v, xn) + &n. By definition of D¢(+,-), we have
m2>1

).
<

sup (f(u) — flup') —(VFf(up' ), u—u")) < f(u) — f(xn) — (VF(xn), u—xn) + &n.

m>1
This implies that
flu) — flun') —(VF(ur),u—unt) < f(u) — f(xn) — (VF(xn),u —xn) + &n, Vm > 1.
This yields
fxn) = flug’) < (VF(u), u—ul’) = (Vi(xn), u—xn) + &, Ym =1
It follows that
flxn) — f(uyt) < (VF(upt), u—un’) — (Vf(xn), u—xn) + &n.
Similarly, we also obtain that
flxn) —flup’) < (VF(up'),v—upn) — (VFf(xn),v—xn) + &n.
Therefore
f(xn) — flu) < (VF(Ul), su+ (1 —s)v—ult) + (Vf(xn), su+ (1 —s)v—xn) + &n.
This implies that
flxn) —f(urt) <(VF(uit),z—unt) — (Vf(xn),z—xn) + &n, Ym > 1.

It follows that z € Cy, and thus C,, is convex. Therefore D, is also convex. Suppose that {w;} is a sequence
in C,, and wy — w (as i — 00). Therefore

flxn) — flup’) <(VF(uph), wi —u') — (Vf(xn), wi —xn) + &n
= (Vf(up),wi —w+w—upn") — (Vf(xn), wi —w+w—xn) + &n
= (Vf(up'), wi —w) + (VFf(ui'),w —uy') — (Vf(xn), wi —w) — (VFf(xn), W —xn) + &n.

By taking the limit as i — oo, we obtain that
flxn) — fluy) <(VF(ud), w—ug) = (Vf(xn), w—xn) + &, Vm 2> 1.

This yields w € Cy,. It follows that C, is closed and convex for any n > 1. Therefore Dy, is also closed
and convex for any n > 1. This implies that the sequence {x,, } is well-defined.

Step 2: We will prove that {x,} is a bounded sequence. Since x,, 11 = proijnu and by Lemma 2.10 (3), we
obtain that

D¢ (xn+1,1) = De(projf, u,u) < De(v,u) —D¢(v, proji; u) < De(v,u)

for all v € Q. This implies that {D¢(xn 1, 1)} is a bounded sequence. By Lemma 2.9, we have {x,,} is also
a bounded sequence.
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Step 3: We will prove that {x,} is a Cauchy sequence, that is, to show that limmn—c|[Xm —xn| = 0.
Since xn 11 = proijnu, Xnip = proijnHu € Dn41 C Dyy and by Lemma 2.10 (3), we obtain that

D¢ (xn+2,projf, w) +D(proj, w,u) < De(xnia,u).
It follows that
D¢(xn+2,Xn4+1) + De(xn41,u) < De(xny2,u).

Therefore {D¢(xn,u)} is an increasing sequence. This implies that lim D¢(xn,u) exists. By definition of
n—oo

D,,, we have that D, C Dy, for any positive integer p > n. This yields x, = proijilu €Dy 1 CDn
for any positive integer p > n. For each positive integer p > n, we obtain that

D¢(xp,xn) = Df(xp,proj{)nilu) < Dexp,u) — Df(proj{)nilu,u) = D¢(xp,u) — D¢(xn, u).
By taking p,n — oo, we have
D¢(xp,xn) — 0.
Using Lemma 2.8, we obtain that

lim e —xa]| =0.

Step 4: We show that {x,} converges to a point in Q = ﬂ F(Tm) N"MEP(g, ). Since {xn} is a Cauchy
m=1
sequence in a Banach space E, we can assume that

lim x, =x* € C.
n—oo

We now show that x* € F(T,,,) for all m > 1. By taking p = n + 1, we obtain that liﬁm D¢(xni1,xn) =0.
n o

Using Lemma 2.8, we have

lim —Xnl|| =0.
1 Hxn+1 n” 0
Since xn 411 = proj‘cDn € D, ¢ C,,, we obtain that

Sup Df(xﬂ.+1lu‘:{1) g Df(xn+1/Xn) + ETL/
m2>1

where &, = A sup d(D¢(v,xn)) + pn. It follows from 1i_r>n Df(xni1,xn) =0, A, — 0, and pu, — 0 (as
n o0

n — o0), that

lim (sup Df(xnﬂ,uﬁ‘)) =0.

n—oo \ ;>

Since f is lower semicontinuous and sup D¢(v, up’) < D¢(v,xn) + &n, we obtain that D¢(v,xn) + &, is a
m2>1

bounded sequence. This implies that {D¢(v, uy*)}>_; is also bounded. Using Lemma 2.17, we obtain that

{un'}y_; is a bounded sequence. Therefore

lim [|xp11 —un'||=0forall m > 1.
n—oo
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For each m > 1, we have
xn —un | < [xn —xns1ll + [[Xne1 —ug'|l-
This yields

lim ||xn —u|| =0 forall m > 1.
n—oo

Since f is uniformly Fréchet differentiable and by Lemma 2.1, we obtain that

li_r>n |[VFf(xn) — VFfup')|| =0 for all m > 1.
n—,oo

Using Lemma 2.1, we have f is also uniformly continuous and then

lim [f(x,,) — f(u")] =0 for all m > 1.
n—oo

Furthermore, we have

D¢(v,xn) — D¢(v,upt) = f(v) — f(xn) — (VFf(xn),v—%xn) — [f(v) = flup') — (VFf(up'),v —unh)l
= flun) — flxn) + (VF(uy), v —uy’) — (Vf(xn), v —xn)
= f(ul") — f(xn) + (VF(uU), xn —unt +v—xn) — (VFf(xn),v—xn)
= f(ul") — f(xn) + (VF(u), xn —unt) + (VF(u),v—xn) — (Vf(xn),v — xn)
= f(ul") — f(xn) + (VF(u), xn —unt) + (VF(u) — VF(xn), v —xn).

Since {u'}%°_; is bounded, we have Vf(uy') is also bounded. This implies that

li_r>n (D¢(v,xn) —Df(v,unt)) =0 forallm > 1.
n o

Since u' = Res;(p (TR (xn)) and by Lemma 2.16 (4) we have

D(upl', T (xn)) = De(Resg , (Ti (xn)), Tit (xn))
£(v, T (xn)) — D¢ (v, Resg o (Th (xn)))

<D
< D¢V, %n) + And(D¢(v, xn)) + n — D (v, uph).

Since {D¢(v, xn )} is bounded, we have 8(D¢(v,x,)) is also bounded. From A, — 0, u, — 0 (as n — o0),

we obtain that

nlgr;o D¢(un', Tri(xn)) =0 forall m > 1.

Using Lemma 2.8, this yields

nlgrgoHuTT — T (xn)|| =0 forallm > 1.

Since
[xn — T e[| < [l — upt [+ [[un — T () [,
we obtain that

lim ||xn — Tis(xn)|| =0 for all m > 1.
n—oo
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Similarly, since
[ = TR Oen) [ < I = xnll + [xn = T Oen)

we have

lim [[x* =T (xn)|| =0 forallm > 1.

n—oo
Moreover, we also have

I = T e | < I = T e+ T (xn) = T (e ) -
Since {T1nJ2_; is uniformly asymptotically regular, we obtain that
* Tn+1
m

lim ||x

(xn)|]| =0 forall m > 1.
n—oo

This implies that T, TJ} (xn) = x* (as n — 00), Vm > 1.
By assumption we know that T, is closed it follows from Definition 2.11 (c), we obtain T, x* = x*.

Therefore for each m > 1, we have x* € ﬂ F(Twm). Since f is uniformly Fréchet differentiable and by
m=1
Lemma 2.1, we obtain that Vf is uniformly continuous on bounded sets. It follows that
lim [|[Vf(up') — V(T (xn))|| =0 forall m > 1.
n—oo

Since uj* = Resgl(p (T (xn)), we have
g(u™,y) + @(y) — @(ul) + (VF(ul) — VF(TH (xn)),y —u™) >0 forally € C.
From (C2), we obtain that
¢(y) —eluy) +(VF(ug) = V(TR (xn)),y —uy’) = —glug’, y) = gly,uy’)
forally € Cand forallm > 1. Forany y € Cand t € (0,1], we let y¢ =ty + (1 —t)x* € C. This implies
e(ye) — @(un) = (VF(ug) — VAT (xn)), ye —u’) > glye, un).
Using (C4), this yields

gy, x*) + e(x*) —@yt) <0.
It follows that

=9g(yt,yt) + ©(yt) — @(yt)

=gy, ty+ (1 —t)x") + oty + (1 —t)x") — @(yt)
<tg(ye,y) + (1-1)g(ye, x) +te(y) + (1 -t)e(x") —te(yd) — (1 - t)e(yt)
=tlglye,y) +ey) — o (1=t [g(ye,x™) + @(x*) — @(y1)]

yu)l +
<tlg(ye,y) + oly) — @(yi)l

).
Therefore
gyt y) +ey) —e(yt) = 0.

From (C3), we have

0 < limsup (g(yt,y) + @(y) — @(y+)) = limsup (g(ty + (1 —t)x*, y) + @(y) — ©(yt))

t—0+ t—0t+

< gx"y)+o(y) —e(x").

This implies that x* € MEP(g, ¢). Hence x* € O := ﬂ F(T:m) N"MEP(g, @).

m=1
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Step 5: We shall show that {x,} converges strongly to X = proj,u. By Lemmas 2.16 and 2.18, we have

ﬂ F(Tm) NMEP(g, @) is a nonempty closed convex subset of E. It follows that projgu is well-defined.
m=1
Since proju € C C Dy and x4 = proijnu, we have

D¢(xn+1,1) < De(proju, u).

By Lemma 2.19, we have x, — projyu (as n — o). This implies that {x,} strongly converges to X =
proj;,u. This completes the proof. O

Remark 3.2. According to the proof of Theorem 3.1, we can keep track of the iteration (3.1), we can choose
x1 =u € C. By Lemma 2.16 (1), we obtain that, for each m > 1,

Resg o (Tm(x1)) = {z € C: glz,y) + 0(y) — @(2) + (Vf(z) = Vi(Ty (x1)),y —2) > 0, Yy € C}

is single-valued. Iteration (3.1) implies that u{" is contained in Res‘;,(p(T%I(xl)). Therefore, ui™ € C and
gu™y) +ey) — eu™) + (VF(um) — VH(TL (x1)),y —u™) > 0 for ally € C. In step 1 of the proof of
Theorem 3.1, we obtain that C; is a nonempty closed convex set. By the construction of D1, we have D,
is also a nonempty closed convex set. Therefore we can find x, € C and repeat of this process. It follows
that {x,, } is well-defined.

Remark 3.3. Theorem 3.1 can be applied to solving the common solutions of the fixed point problems and
equilibrium problems and obtain the strong convergence theorems.

As a consequence of Theorem 3.1, if we set T,, = T for all m > 1 being a Bregman totally quasi-
asymptotically nonexpansive mapping and ¢ : C — IR being a zero mapping, we immediately obtain the
following corollary.

Corollary 3.4 ([17]). Let K be a bounded subset of a real reflexive Banach space E and f : E — R be a strong coercive
Legendre function which is bounded, uniformly Fréchet differentiable and totally convex on K C E. Let C C E be
a nonempty closed and convex subset of int(dom(f)), T : C — C be a closed Bregman totally asymptotically
quasi-nonexpansive mapping with real sequences {An},{un} in RY and a strictly increasing continuous function
8 :RT — R such that Ay, — 0, un, — 0 (as 1 — o00) and §(0) = 0. Let g : C x C — R be a bifunction satisfying
conditions (C1)-(C4). Assume that T is uniformly asymptotically regular, Q = F(T) NEP(g) # 0. Let {xn} be a
sequence generated by

x1 =u € C, chosen arbitrarily,
Un : glun,y) + (Vf(un) = VF(T™n),y—un) >0, Yy eC,
Cn = {Z e C: Df(Z,LLn) < Df(Z,Xn) + E»n}/

n

Dn = m Ci/
i=1

of
Xn+1 = Projp W,

(3.2)

where &, = An sup 8(D¢(v, xn)) + Un and proj‘fDn is the Bregman projection of E onto Dy,.
If Q := F(T) N EP(g) is bounded, then the sequence {xn} converges strongly to X = proj5u.

Recall the generalization duality mapping J,, : E — E* defined by J,, (x) := {x* € E* : (x*,x) = ||x|*> =
Ix*|[?, vx € B}

Remark 3.5. Theorem 3.1 can be applied to the generalization duality mapping J, : E — E* from E onto
the dual space E*.

If in Theorem 3.1, we suppose that E is a uniformly smooth and uniformly convex Banach space and

f(x) = %Hx”p (1 < p < 00), we obtain that Vf = J,,, where |, is the generalization duality mapping from
E onto E*. Thus we obtain the following corollary.
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Corollary 3.6. Let E be a uniformly smooth and uniformly convex Banach space and f(x) = L||x|[P (1 <p < o).

Let C be a nonempty closed convex subset of int(dom(f)), {Tmm : C — C}°_, be a countable family of closed and
uniformly Bregman totally quasi-asymptotically nonexpansive mappings with real sequences {An},{un} in R™ and
a strictly increasing continuous function § : R* — R such that Ay, — 0, un — 0 (as 1 — o0o) and §(0) = 0. Let
g : C x C = R be a bifunction satisfying conditions (C1)-(C4) and ¢ : C — R be a proper lower semicontinuous

and convex function.
oo

Assume that {Tr,}5e 4 is uniformly asymptotically regular and Q) = ﬂ F(Tm) "MEP(g, @) # 0. Let {xn} be a

m=1
sequence generated by

x1 =u € C,chosen arbitrarily,
upt i glunhy) +oy) —eul) + Jp(unt) = Jp(Taxn),y—ug) 20, vye C, vm > 1,
Cn ={z € C:sup D¢(z,uy") < D¢(z,xn) + &n},
m>1 (3.3)

n
Dn = m Ci/
i=1

:f
Xn+1 = Projp 1,

where & = Ay sup 8(D¢(v, xn)) + pn and pl‘Oijn is the Bregman projection of E onto Dr,.
If Q= ﬂ F(Tm) N MEP(g, @) is bounded, then the sequence {xr} converges strongly to X = proju.

m=1
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