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Abstract

In this paper, we propose a new iterative method for solving the mixed equilibrium problems and the fixed point problems
for a countable family of Bregman relatively nonexpansive mappings in reflexive Banach spaces. We prove that the sequence
generated by the proposed iterative algorithm converges strongly to a common solution of the mentioned problems. Further, a
numerical example of the iterative algorithm supporting our main result is presented.
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1. Introduction

Throughout this paper, let C be a nonempty closed convex subset of a reflexive Banach space E
and denote the dual sapce of E by E∗. The norm and the dual pair between E and E∗ are denoted by
‖·‖ and 〈·, ·〉, respectively. We denote the set of fixed points of a mapping T on a subset C of E by
F(T) = {x ∈ C : Tx = x} and R is the set of all real numbers. Let G : C× C −→ R be a bifunction and
ψ : C −→ R be a real-valued function. We consider the following mixed equilibrium problem which is to
find x ∈ C such that

G(x,y) +ψ(y) −ψ(x) > 0, ∀y ∈ C. (1.1)

The solution set of the problem (1.1) is denoted byMEP(G,ψ) and studied by Ceng and Yao [12]. If we set
ψ to be the zero mapping, then the mixed equilibrium problem (1.1) becomes the following equilibrium
problem, find x ∈ C such that

G(x,y) > 0, ∀y ∈ C. (1.2)

The solution set of the problem (1.2) is denoted by EP(G) which is introduced and studied by Blum and
Oettli [5]. The equilibrium problem provided a very general formulation of variational problems such as:

∗Corresponding author
Email addresses: kittisakj61@nu.ac.th (Kittisak Jantakarn), anchaleeka@nu.ac.th (Anchalee Kaewcharoen)

doi: 10.22436/jnsa.014.02.02

Received: 2019-10-22 Revised: 2020-02-11 Accepted: 2020-02-19

http://dx.doi.org/10.22436/jnsa.014.02.02
http://dx.doi.org/10.22436/jnsa.014.02.02
http://crossmark.crossref.org/dialog/?doi=10.22436/jnsa.014.02.02&domain=pdf


K. Jantakarn, A. Kaewcharoen, J. Nonlinear Sci. Appl., 14 (2021), 63–79 64

(i) minimization problem: find x ∈ C such that h(x) 6 h(y) for all y ∈ C, where h : C −→ R is a
functional, in this case, we define G(x,y) = h(y) − h(x) for all x,y ∈ C;

(ii) variational inequality: find x ∈ C such that 〈A(x),y− x〉 > 0 for all y ∈ C, where A : C −→ E∗ is a
mapping, in this case, we define G(x,y) = 〈A(x),y− x〉 for all x,y ∈ C.

In 2008, Ceng and Yao [12] investigated the problem of finding a common element of the set of
solutions of the mixed equilibrium problem (1.1) and the set of common fixed points of finitely many
nonexpansive mappings in real Hilbert spaces.

Whenever the researchers attempted to extend this theory to generalized Banach spaces, they dis-
covered some difficulties and there are a lot of ways to overpower these barriers, for instant, using the
Bregman distance in place of the norm, Bregman (quasi-) nonexpansive mappings in place of the (quasi-)
nonexpansive mappings and the Bregman projection in place of the metric projection.

In 1967, Bregman [6] discovered an elegant and effective technique using the Bregman distance func-
tion Df(·, ·) in the process of designing and analyzing feasibility and optimization algorithms. This
opened a growing area of research in which the Bregman’s technique has been applied in various ways
in order to design and analyze iterative algorithms for solving the feasibility and optimization problems,
for approximating the variational inequalities and equilibrium problems, for computing the fixed points
of nonlinear mappings and so on (see, e.g., [7, 14–16, 20, 22, 27] and the references therein).

In 2013, Agarwal et al. [1] proved the strong convergence theorems for finding the common solutions
of the equilibrium problem (1.2) and the fixed point problem of a weak Bregman relatively nonexpansive
mapping in real reflexive Banach spaces. Recently, Kazmi et al. [18] introduced the following algorithm:

x1, z1 ∈ C,
un = ∇f∗(αn∇f(zn) + (1 −αn)∇f(Txn)),
zn+1 = ResfG,φun,
Cn = {z ∈ C : Df(z, zn+1) 6 αnDf(z, zn) + (1 −αn)Df(z, xn)},
Qn = {z ∈ C : 〈∇f(x1) −∇f(xn), z− xn〉 6 0},
xn+1 = projfCn∩Qnx1, ∀n > 1,

(1.3)

where {αn} is a sequence in [0, 1] such that limn→∞ αn = 0. They proved a strong convergence theorem
for finding a common solution of a generalized equilibrium problem and a fixed point problem for a
Bregman relatively nonexpansive mapping in reflexive Banach spaces.

Recall the generalized equilibrium problem which is to find x ∈ C such that

G(x,y) +φ(x,y) −φ(x, x) > 0, ∀y ∈ C, (1.4)

where φ : C×C −→ R is a bifunction. The solution set of the problem (1.4) is denoted by GEP(G,φ).
Motivated and inspired by above works, the purpose of this paper is to establish a new iterative

method for finding a common solution of the mixed equilibrium problems and the fixed point problems
for a countable family of Bregman relatively nonexpansive mappings in reflexive Banach spaces. The
strong convergence theorems under suitable control conditions are proven and a numerical example of
the iterative algorithm supporting our main result is also illustrated.

2. Preliminaries

Throughout this paper, we let E be a reflexive Banach space and with dual E∗, f : E→ (−∞,+∞] be a
proper lower semicontinuous convex function. We denote the domain of f by domf, that is domf = {x ∈
E : f(x) < +∞}. The subdifferential of f at x ∈ int(domf) is the convex set defined by

∂f(x) = {x∗ ∈ E∗ : f(x) + 〈x∗,y− x〉 6 f(y), ∀y ∈ E},

and the Fenchel conjugate of f is the function f∗ : E∗ −→ (−∞,+∞] defined by

f∗(x∗) = sup{〈x∗, x〉− f(x) : x ∈ E}.
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We know that the Young-Fenchel inequality holds:

〈x∗, x〉 6 f(x) + f∗(x∗), ∀x ∈ E, x∗ ∈ E∗.

Furthermore, we know that x∗ ∈ ∂f(x) if and only if f(x) + f∗(x∗) = 〈x∗, x〉 for all x ∈ E. It is not difficult
to check that f∗ is a proper convex and lower semicontinuous function. A function f on E is said to be
strong coercive if

lim
‖x‖→+∞

(
f(x)

‖x‖

)
= +∞.

For any x ∈ int(domf) and y ∈ E, the right-hand derivative of f at x in the direction y is defined by

f0(x,y) := lim
t→0+

f(x+ ty) − f(x)

t
. (2.1)

The function f is said to be Gâteaux differentiable at x if the limit as t −→ 0+ in (2.1) exists for any y.
In this case, the gradient of f at x is the linear function ∇f(x), which is defined by 〈y,∇f(x)〉 := f0(x,y)
for all y ∈ E. The function f is said to be Gâteaux differentiable if it is Gâteaux differentiable at each
x ∈ int(domf). When the limit as t −→ 0+ in (2.1) is attained uniformly ‖y‖ = 1, we say that f is Frêchet
differentiable at x. Finally f is said to be uniform Frêchet differentiable on a subset C of E if the limit is
attained uniformly for x ∈ C and ‖y‖ = 1.

The Legendre function f is defined from a general Banach space E into (−∞,+∞], see [4]. It is well
known that in reflexive spaces, f is the Legendre function if and only if it satisfies the following conditions:

(L1) int(domf) 6= ∅, f is Gâteaux differentiable on int(domf) and dom∇f = int(domf);
(L2) int(domf∗) 6= ∅, f∗ is Gâteaux differentiable on int(domf∗) and dom∇f∗ = int(domf∗).

Remark 2.1 ([4]). If E is a reflexive Banach space and f : E −→ (−∞,+∞] is the Legendre function, then all
of the following conditions are true:

(a) f is the Legendre function if and only if f∗ is the Legendre function;
(b) (∂f)−1 = ∂f∗;
(c) ∇f = (∇f∗)−1, ran∇f = dom∇f∗ = int(domf∗), ran∇f∗ = dom∇f = int(domf);
(d) the functions f and f∗ are strictly convex on the interior of respective domains.

Example 2.2 ([4]). Let E be a smooth and strictly convex Banach space. One important and interesting
Legendre function is 1

p‖·‖
p(1 < p < ∞). In this case, the gradient ∇f of f is coincident with the gener-

alized duality mapping of E, i.e., ∇f = Jp (1 < p < ∞). In particular, ∇f = I the identity mapping in
Hilbert spaces.

Definition 2.3 ([6]). Let f : E −→ (−∞,+∞] be a Gâteaux differentiable and convex function. The Bregman
distance with respect to f is the bifunction Df : domf× int(domf) −→ [0,+∞) defined by

Df(y, x) := f(y) − f(x) − 〈∇f(x),y− x〉. (2.2)

Remark 2.4 ([23]). The Bregman distance Df is not a distance in the usual sense because Df is not sym-
metric and does not satisfy the triangle inequality. However, Df satisfies the three point identity:

Df(x,y) +Df(y, z) −Df(x, z) = 〈∇f(z) −∇f(y), x− y〉,

for any x ∈ domf and y, z ∈ int(domf).

Definition 2.5 ([6]). Let C be a nonempty closed convex subset of int(domf), f : E −→ (−∞,+∞] be a
Gâteaux differentiable and convex function. The Bregman projection with respect to f of x ∈ int(domf)
onto C is defined as the necessarily unique vector projfC(x) ∈ C, which satisfies

Df(projfC(x), x) = inf{Df(y, x) : y ∈ C}. (2.3)
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Remark 2.6 ([1]). In Example 2.2, if f(x) = 1
2‖x‖

2, ∀x ∈ E, then we have ∇f = J, where J is the normalized
duality mapping from E to 2E

∗
, and hence Df(x,y) is reduced to the Lyapunov function defined by

Φ(x,y) = ‖y‖2 − 2〈Jx,y〉+ ‖x‖2, ∀x,y ∈ E, which is introduced by Alber [2], and so we obtain that the
Bregman projection projfC(x) is reduced to the generalized projection

∏
C(x), which is defined by

Φ(
∏
C

(x), x) = min
y∈C

Φ(y, x).

Moreover, in Hilbert spaces, the Bregman projection projfC(x) is reduced to the metric projection of x onto
C.

Definition 2.7 ([8]). Let f : E −→ (−∞,+∞] be a Gâteaux differentiable and convex function, vf :
int(domf)× [0,+∞) −→ [0,+∞), define the modulus of total convexity of the function f at x by

vf(x, t) := inf{Df(y, x) : y ∈ domf, ‖y− x‖ = t}.

Then the function f is called to be

(a) totally convex at a point x ∈ int(domf), if the modulus of total convexity of the function f at x is
positive, vf(x, t) > 0 whenever t > 0;

(b) totally convex, if it is totally convex at every point x ∈ int(domf), let B be a nonempty bounded
subset of E, define the modulus of total convexity of the function f on the set B by

vf(B, t) := inf{vf(x, t) : x ∈ B∩ domf};

(c) totally convex on bounded sets, if the modulus of total convexity of the function f on the set B is
positive, vf(B, t) > 0 for any nonempty bounded subset B of E and t > 0 .

Lemma 2.8 ([9]). Let f : E −→ (−∞,+∞] be a Legendre function. Then, the function f is totally convex on
bounded sets if and only if f is uniformly convex on bounded subsets of E.

Lemma 2.9 ([29]). Let f : E −→ R be a strong coercive and uniformly convex on bounded subsets of E, then f∗ is
bounded and uniformly Frêchet differentiable on bounded subsets of E∗.

Lemma 2.10 ([21]). Let C be a bounded subset of a reflexive Banach space E and f : E→ (−∞,+∞] be uniformly
Frêchet differentiable and bounded on C ⊂ E. Then, f is uniformly continuous on C ⊂ E and ∇f is uniformly
continuous on a bounded subset C from the strong topology of E to the strong topology of E∗.

Definition 2.11 ([22]). The function f : E −→ (−∞,+∞] is called sequentially consistent, if for any two
sequences {xn} and {yn} in int(domf) and domf, respectively such that sequence {xn} is bounded, then

lim
n→∞Df(yn, xn) = 0 implies lim

n→∞‖yn − xn‖ = 0.

Lemma 2.12 ([11]). If f : E −→ (−∞,+∞] is a convex function whose domain contains at least two points, then,
f is totally convex on bounded sets if and only if it is sequentially consistent.

Let f : E −→ R be a Legendre and Gâteaux differentiable function. We make use of the function Vf :
E× E∗ −→ [0,+∞) associated with f, which is defined by

Vf(x, x∗) = f(x) − 〈x, x∗〉+ f∗(x∗), ∀x ∈ E, x∗ ∈ E∗.

Then Vf is nonnegative and

Vf(x, x∗) = Df(x,∇f(x∗)), ∀x ∈ E, x∗ ∈ E∗.

Moreover, by the subdifferential inequality,

Vf(x, x∗) + 〈y∗,∇f∗(x∗) − x〉 6 Vf(x, x∗ + y∗), ∀x ∈ E, x∗,y∗ ∈ E∗,

(for more details see [2]).
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Lemma 2.13 ([19]). Let f : E −→ (−∞,+∞] be a proper lower semicontinuous and convex function, then
f∗ : E∗ −→ (−∞,+∞] is proper weak∗ lower semicntinuous and convex. Hence, Vf is convex in the second
variable. Thus, for all z ∈ E, we have

Df

(
z,∇f∗

(
N∑
i=1

ti∇f(xi)

))
6

N∑
i=1

tiDf(z, xi), (2.4)

where {xi}Ni=1 ⊂ E and {ti}
N
i=1 ⊂ (0, 1) with

∑N
i=1 ti = 1.

Lemma 2.14 ([22]). Let f : E −→ (−∞,+∞] be a Gâteaux differentiable and totally convex function. If x1 ∈ E
and the sequence {Df(xn, x1)} is bounded, then the sequence {xn} is also bounded.

Lemma 2.15 ([25]). Let f : E −→ (−∞,+∞] be a Legendre function such that ∇f∗ is bounded on bounded subsets
of int(domf). If x1 ∈ E and {Df(x1, xn)} is bounded, then the sequence {xn} is bounded.

Lemma 2.16 ([11]). Let f : E −→ (−∞,+∞] be a Gâteaux differentiable and totally convex function on int(domf).
Let x ∈ int(domf) and C ⊂ int(domf) be a nonempty closed convex set. If z ∈ C, then the following conditions
are equivalent:

(i) the vector z ∈ C is the Bregman projection of x onto C with respect to f, i.e., z = projfC(x);
(ii) the vector z ∈ C is the unique solution of the variational inequality:

〈∇f(x) −∇f(z), z− y〉 > 0, ∀y ∈ C;

(iii) the vector z is the unique solution of the inequality:

Df(y, z) +Df(z, x) 6 Df(y, x), ∀y ∈ C. (2.5)

Definition 2.17 ([20]). Let T be a mapping from C into itself. A point x̂ ∈ C is said to be an asymptotic
fixed point of T if there exists a sequence {xn} in C such that xn ⇀ x̂ and ‖xn − Txn‖ −→ 0. We denote
the set of asymptotic fixed points of T by F̂(T).

Definition 2.18 ([13]). Let T : C −→ int(domf) be a mapping. Then

(a) T is said to be Bregman quasi-nonexpansive if

F(T) 6= ∅ and Df(p, Tx) 6 Df(p, x), ∀x ∈ C,p ∈ F(T);

(b) T is said to be Bregman relatively nonexpansive if

F̂(T) = F(T) 6= ∅ and Df(p, Tx) 6 Df(p, x), ∀x ∈ C,p ∈ F(T);

(c) T is said to be Bregman firmly nonexpansive if

Df(Tx, Ty) +Df(Ty, Tx) +Df(Tx, x) +Df(Ty,y) 6 Df(Tx,y) +Df(Ty, x), ∀x,y ∈ C.

Assumption 2.19. Let G : C×C −→ R be a bifunction satisfying the following assumptions:

(i) G(x, x) = 0 for all x ∈ C;
(ii) G is monotone, i.e., G(x,y) +G(y, x) 6 0 for all x,y ∈ C;

(iii) for each x,y, z ∈ C, lim sup
t→0+

G(tz+ (1 − t)x,y) 6 G(x,y);

(iv) for each x ∈ C, G(x, ·) is convex and lower semicontinuous.

Assumption 2.20. The function ψ : C −→ R satisfies the following assumptions:

(i) ψ is lower semicontinuous;
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(ii) ψ is convex.

Lemma 2.21 ([17]). Let f : E → (−∞,+∞] be a strong coercive Legendre function and C be a nonempty closed
convex subset of int(domf). Let G : C×C −→ R be a bifunction satisfying Assumption 2.19 and ψ : C −→ R

satisfying Assumption 2.20. For x ∈ E and define a mapping ResfG,ψ : E→ 2C as follows:

ResfG,ψ(x) = {z ∈ C : G(z,y) +ψ(y) −ψ(z) + 〈∇f(z) −∇f(x),y− z〉 > 0,∀y ∈ C}.

Then the following statements are true:

(1) ResfG,ψ is single-valued and dom(ResfG,ψ) = E;
(2) ResfG,ψ is Bregman firmly nonexpansive;
(3) MEP(G,ψ) is a closed convex subset of C and MEP(G,ψ) = F(ResfG,ψ);
(4) for all x ∈ E,u ∈ F(ResfG,ψ),

Df(u, ResfG,ψx) +Df(ResfG,ψx, x) 6 Df(u, x). (2.6)

Let CB(C) denote the family of nonempty closed bounded subsets of C.

Lemma 2.22 ([26]). Let E be a reflexive Banach space, and let f : E −→ R be uniformly Frêchet differentiable
and totally convex on bounded subsets of E. Let C be a nonempty closed and convex subset of int(domf) and
T : C −→ CB(C) be a Bregman relatively nonexpansive mapping. Then F(T) is closed and convex.

Lemma 2.23 ([22]). Let f : E −→ (−∞,+∞] be a Gâteaux differentiable and totally convex function, x1 be an
element in E and C be a nonempty closed convex subset of E. Suppose that the sequence {xn} is bounded and the
weak limits of any subsequence of a sequence {xn} belong to C ⊂ E. If Df(xn, x1) 6 Df(projfC(x1), x1) for any
n ∈N, then {xn} converges strongly to projfC(x1).

3. Main Result

In this section, we prove the strong convergence theorems for the common solutions of the mixed equi-
librium problems and the common fixed points for a countable family of Bregman relatively nonexpansive
mappings in reflexive Banach spaces.

Theorem 3.1. Let E be a reflexive Banach space with dual E∗ and C be a nonempty closed convex subset of E such
that C ⊂ int(domf). Let f : E −→ (−∞,+∞] be a strong coercive Legendre function which is bounded uniformly
Frêchet differentiable and totally convex on bounded subsets of E, G : C×C −→ R be a bifunction satisfying the
Assumption 2.19 and ψ : C −→ R satisfy the Assumption 2.20. Let {Ti : C −→ C}Ni=1 be a countable family
of Bregman relatively nonexpansive mappings. Assume that Ω :=

⋂N
i=1 F(Ti) ∩MEP(G,ψ) 6= ∅. Let {xn} be the

sequence generated by the iterative scheme:

x1 ∈ C, Tix1 = zi1 ∈ C;
uin = ∇f∗(αn∇f(zin) + (1 −αn)∇f(Tixn));
zin+1 = ResfG,ψ(u

i
n);

Cin = {z ∈ C : Df(z, zin+1) 6 αnDf(z, z
i
n) + (1 −αn)Df(z, xn)};

Cn =

N⋂
i=1

Cin;

Qn = {z ∈ C : 〈∇f(x1) −∇f(xn), z− xn〉 6 0};
xn+1 = projfCn∩Qnx1, ∀n > 1,

(3.1)

where {αn} is a sequence in [0, 1] such that lim
n→∞αn = 0. Then, {xn} converges strongly to projfΩx1 where projfΩx1

is the Bregman projection of C onto Ω.
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Proof. The proof is separated into seven steps.

Step 1: We will show that Ω is closed and convex. By the result of Lemma 2.22, we obtain that F(Ti) is
closed and convex for all i = 1, 2, . . . ,N which implies that

⋂N
i=1 F(Ti) is also and follows from Lemma

2.21 (3), we have MEP(G,ψ) is closed and convex and hence Ω :=
⋂N
i=1 F(Ti) ∩MEP(G,ψ) is closed and

convex.

Step 2: We will prove that Cn ∩Qn is closed and convex for all n. First, we will show that Qn is convex
for all n > 1. Let a,b ∈ Qn and t ∈ [0, 1], setting w = ta+ (1 − t)b. Then

〈∇f(x1) −∇f(xn),a− xn〉 6 0 (3.2)

and
〈∇f(x1) −∇f(xn),b− xn〉 6 0. (3.3)

Multiplying t and (1 − t) on both sides of (3.2) and (3.3), respectively, we obtain that

〈∇f(x1) −∇f(xn), ta+ (1 − t)b− xn〉 6 0,

implies that
〈∇f(x1) −∇f(xn),w− xn〉 6 0.

Therefore, w ∈ Qn and so Qn is convex. Let {vm} be a sequence in Qn with vm −→ v as m −→∞. From
the definition of Qn, we have

〈∇f(x1) −∇f(xn), vm − xn〉 6 0,

implies that
〈∇f(x1) −∇f(xn), vm − v〉+ 〈∇f(x1) −∇f(xn), v− xn〉 6 0.

Taking m −→∞, we obtain
〈∇f(x1) −∇f(xn), v− xn〉 6 0.

Hence v ∈ Qn, this shows that Qn is closed for all n > 1. Next, we will show that Cn is closed for all
n > 1. Let {sm} be a sequence in Cn with sm −→ s as m −→ ∞. Then {sm} is a sequence in Cin for all
i = 1, 2, . . . ,N, by the definition of Cin, we have

Df(sm, zin+1) 6 αnDf(sm, zin) + (1 −αn)Df(sm, xn), ∀i = 1, 2, . . . ,N. (3.4)

By the equation (2.2), definition of the Bregman distance Df(·, ·), we obtain that

f(sm) − f(zin+1) − 〈∇f(zin+1), sm − zin+1〉 6 αn
(
f(sm) − f(zin+1) − 〈∇f(zin), sm − zin〉

)
+ (1 −αn) (f(sm) − f(xn) − 〈∇f(xn), sm − xn〉) , (3.5)

it follows that

αn〈∇f(zin), sm − zin〉+ (1−αn)〈∇f(xn), sm − xn〉− 〈∇f(zin+1), sm − zin+1〉
6 f(zin+1) −αnf(z

i
n) − (1 −αn)f(xn). (3.6)

This implies that

αn(〈f(zin), sm − s〉+〈∇f(zin), s− zin〉) + (1 −αn) (〈∇f(xn), sm − s〉+ 〈∇f(xn), s− xn〉)
− 〈∇f(zin+1), sm − s〉− 〈∇f(zin+1), s− z

i
n+1〉 6 f(zin+1) −αnf(z

i
n) − (1 −αn)f(xn).

Taking m −→∞, we obtain that

αn〈∇f(zin), s− zin〉+ (1 −αn)〈∇f(xn), s− xn〉−〈∇f(zin+1), s− z
i
n+1〉



K. Jantakarn, A. Kaewcharoen, J. Nonlinear Sci. Appl., 14 (2021), 63–79 70

6 f(zin+1) −αnf(z
i
n) − (1 −αn)f(xn), ∀i = 1, 2, . . . ,N,

which implies that s ∈ Cin for all i = 1, 2, . . . ,N. Therefore, s ∈ Cn and Cn is closed. For any a,b ∈ Cn,
we have a,b ∈ Cin for all i = 1, 2, . . . .,N and a,b ∈ C. Since C is convex, w = ta + (1 − t)b ∈ C for
t ∈ [0, 1]. By the definition of Cn, we have

Df(a, zin+1) 6 αnDf(a, zin) + (1 −αn)Df(a, xn)

and
Df(b, zin+1) 6 αnDf(b, zin) + (1 −αn)Df(b, xn).

It follows from (3.4), (3.5), and (3.6), we observe that the above two inequalities are equivalent to

αn〈∇f(zin),a− zin〉+ (1 −αn)〈∇f(xn),a− xn〉−〈∇f(zin+1),a− z
i
n+1〉

6 f(zin+1) − f(z
i
n) − (1 −αn)f(xn) (3.7)

and

αn〈∇f(zin),b− zin〉+ (1 −αn)〈∇f(xn),b− xn〉−〈∇f(zin+1),b− z
i
n+1〉

6 f(zin+1) − f(z
i
n) − (1 −αn)f(xn). (3.8)

Multiplying t and (1 − t) on both sides of (3.7) and (3.8), respectively, we obtain that

αn〈∇f(zin), ta+ (1 − t)b− zin〉+ (1 −αn)〈∇f(xn),ta+ (1 − t)b− xn〉− 〈∇f(zin+1), ta+ (1 − t)b− zin+1〉
6 f(zin+1) − f(z

i
n) − (1 −αn)f(xn), ∀i = 1, 2, . . . ,N.

From the above inequality, we can rewrite that

αn〈∇f(zin),w− zin〉+ (1 −αn)〈∇f(xn),w− xn〉−〈∇f(zin+1),w− zin+1〉6f(zin+1) − f(z
i
n) − (1 −αn)f(xn),

which implies that w ∈ Cin for all i = 1, 2, . . . ,N and hence w ∈ Cn. It follows that Cn is closed and
convex for all n > 1. Therefore, Cn ∩Qn is closed and convex for all n > 1.

Step 3: We show that Ω ⊂ Cn ∩Qn for all n > 1. Let p ∈ Ω be given. Since ResfG,ψ is single-valued,
ResfG,ψ(u

i
n) = z

i
n+1 for all i = 1, 2, . . . ,N. Then, by the results of Lemma 2.21 (3) and (2.4), we obtain that

Df(p, zin+1) = Df(p, ResfG,ψ(u
i
n))

6 Df(p,uin) −Df(ResfG,ψ(u
i
n),u

i
n)

6 Df(p,uin)

= Df(p,∇f∗(αn∇f(zin) + (1 −αn)∇f(Tixn)))
6 αnDf(p, zin) + (1 −αn)Df(p, Tixn)

6 αnDf(p, zin) + (1 −αn)Df(p, xn), ∀i = 1, 2, . . . ,N.

(3.9)

This implies that p ∈ Cin for all i = 1, 2, . . . ,N and hence p ∈ Cn =
⋂N
i=1C

i
n. Therefore, Ω ⊂ Cn for all

n > 1. Next, we show by induction that Ω ⊂ Cn ∩Qn for all n > 1. By the definition of Qn, we obtain
that Q1 = C, implies that Ω ⊂ C1 ∩Q1. Suppose that Ω ⊂ Ck ∩Qk for some k > 0. Since Ck ∩Qk is
closed and convex, it follows from (2.3), definition of Bregman projection, there exists xk+1 ∈ Ck ∩Qk
such that xk+1 = projfCk∩Qk(x1). From Lemma 2.16 (ii), we have

〈∇f(x1) −∇f(xk+1), xk+1 − z〉 > 0, ∀z ∈ Ck ∩Qk.

Since Ω ⊂ Ck ∩Qk,
〈∇f(x1) −∇f(xk+1), xk+1 − p〉 > 0, ∀p ∈ Ω,

and hence p ∈ Qk+1. Since Ω ⊂ Cn for all n > 1, Ω ⊂ Ck+1 ∩Qk+1. Therefore, we have Ω ⊂ Cn ∩Qn,
for all n > 1 and hence xn+1 = projfCn∩Qn(x1) is well-defined for all n > 1. This means that {xn} is
well-defined.
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Step 4: We will prove that the sequences {xn}, {zin}∞n=1 and {Tixn}
∞
n=1 are bounded for all i = 1, 2, . . . ,N.

It follows from the definition of Qn and Lemma 2.6 that xn = projfQn(x1). By using (2.5), we have

Df(xn, x1) = Df(projfQn(x1), x1) 6 Df(p, x1) −Df(p, projfQn(x1)) 6 Df(p, x1), ∀p ∈ Ω ⊂ Qn.

Hence {Df(xn, x1)} is bounded. Therefore by Lemma 2.14, {xn} is bounded. On the orther hand, we have

Df(p, xn) = Df(p, projfCn−1∩Qn−1
(x1)) 6 Df(p, x1) −Df(xn, x1) 6 Df(p, x1),

implies that {Df(p, xn)} is bounded. Now, it follows from the fact Df(p, Tixn) 6 Df(p, xn) for all p ∈ Ω,
i = 1, 2, . . . ,N, which implies that {Df(p, Tixn)}∞n=1 is bounded for all i = 1, 2, . . . ,N. Since f is strong
coercive, f∗ and ∇f∗ are bounded on bounded subsets. It follows from Lemma 2.15, we obtain that
{Tixn}

∞
n=1 is bounded for all i = 1, 2, . . . ,N. Since {Df(p, xn)} is bounded, there exists M > 0 such that

Df(p, xn) 6M. It follows from (3.9), we obtain that

Df(p, zin+1) 6 αnDf(p, zin) + (1 −αn)M.

Let K = max{Df(p, zi1),M}. Clearly that Df(p, zi1) 6 K for all i = 1, 2, . . . ,N. Let Df(p, zin) 6 K for some n,
then it follows from above inequality, we get that

Df(p, zin+1) 6 αnK+ (1 −αn)K 6 K, ∀i = 1, 2, . . . ,N.

It follows that {Df(p, zin)}∞n=1 is bounded, for all i = 1, 2, . . . ,N. Again, by Lemma 2.15, we have {zin}
∞
n=1

is also bounded for all i = 1, 2, . . . ,N.

Step 5: We will show that lim
n→∞‖xn − zin+1‖ = 0, lim

n→∞‖xn − uin‖ = 0 and lim
n→∞‖xn − Tixn‖ = 0 for all

i = 1, 2, . . . ,N. We know that xn+1 = projfCn∩Qn(x1) and xn = projfQn(x1), we have

Df(xn, x1) 6 Df(xn+1, x1), ∀n > 1.

It follows that {Df(xn, x1)} is nondecreasing. Sine {Df(xn, x1)} is bounded, lim
n→∞Df(xn, x1) exists. Further,

the inequality

Df(xn+1, xn) = Df(xn+1, projfQn(x1)) 6 Df(xn+1, x1) −Df(projfQn(x1), x1) = Df(xn+1, x1) −Df(xn, x1),

implies that
lim
n→∞Df(xn+1, xn) = 0. (3.10)

Since f is totally convex on bounded sets, f is sequentially consistent. It follows from Lemma 2.11 and
above equality, we have

lim
n→∞‖xn+1 − xn‖ = 0. (3.11)

It follows from the three point identity of the Bregman distance, we have

Df(xn+1, zin) = 〈∇f(zin) −∇f(xn+1),p− xn+1〉+Df(p, zin) −Df(p, xn+1).

Since f is bounded on bounded subsets of E, ∇f is also bounded on bounded subsets of E. It follows from
boundedness of {xn}, {zin}

∞
n=1 and {Tixn}

∞
n=1, we obtain that the sequences {∇f(xn)}, {∇f(zin)}∞n=1 and

{∇f(Tixn)}∞n=1 are bounded in E∗ for all i = 1, 2, . . . ,N, which implies that {Df(xn+1, zin)}∞n=1 is bounded.
It follows from xn+1 = projfCn∩Qn(x1) ∈ Cn and the definition of Cn, we have

Df(xn+1, zin+1) 6 αnDf(xn+1, zin) + (1 −αn)Df(xn+1, xn), ∀i = 1, 2, . . . ,N.



K. Jantakarn, A. Kaewcharoen, J. Nonlinear Sci. Appl., 14 (2021), 63–79 72

Since {Df(xn+1, zin)}∞n=1 is bounded and lim
n→∞αn = 0, it follows from the above inequality and (3.10), we

obtain that
lim
n→∞Df(xn+1, zin+1) = 0, ∀i = 1, 2, . . . ,N.

Since f is totally convex on bounded subsets, again using Lemma 2.11, we have

lim
n→∞‖xn+1 − z

i
n+1‖ = 0, ∀i = 1, 2, . . . ,N. (3.12)

Taking into account
‖xn − zin+1‖ 6 ‖xn − xn+1‖+ ‖xn+1 − z

i
n+1‖,

it follows from (3.11) and (3.12), we get

lim
n→∞‖xn − zin+1‖ = 0, ∀i = 1, 2, . . . ,N. (3.13)

It follows from Lemma 2.10, we have f and ∇f are uniformly continuous since f is uniformly Frêchet
differentiable on bounded subsets. Therefore,

lim
n→∞ |f(xn) − f(z

i
n+1)| = 0, ∀i = 1, 2, . . . ,N (3.14)

and
lim
n→∞‖∇f(xn) −∇f(zin+1)‖, ∀i = 1, 2, . . . ,N. (3.15)

We next consider the following inequality, for each i = 1, 2, . . . ,N,

Df(p, xn) −Df(p, zin+1)

= f(p) − f(xn) − 〈∇f(xn),p− xn〉−
(
f(p) − f(zin+1) − 〈∇f(zin+1),p− z

i
n+1〉

)
= f(zin+1) − f(xn) + 〈∇f(zin+1),p− xn〉+ 〈∇f(zin+1), xn − zin+1〉− 〈∇f(xn),p− xn〉
= f(zin+1) − f(xn) + 〈∇f(zin+1) −∇f(xn),p− xn〉+ 〈∇f(zin+1), xn − zin+1〉.

(3.16)

Since {zin+1}
∞
n=1 and {∇f(zin+1)}

∞
n=1 are bounded for all i = 1, 2, . . . ,N, it follows from (3.13), (3.14), (3.15),

and (3.16) that
lim
n→∞‖Df(p, xn) −Df(p, zin+1)‖ = 0, ∀i = 1, 2, . . . ,N. (3.17)

Moreover, it follows from (2.6) and Lemma 2.13, we obtain that, for each i = 1, 2, . . . ,N,

Df(z
i
n+1,uin) 6 Df(p,uin) −Df(p, zin+1)

= Df(p,∇f∗(αn∇f(zin) + (1 −αn)∇f(Tixn))) −Df(p, zin+1)

6 αnDf(p, zin) + (1 −αn)Df(p, Tixn) −Df(p, zin+1)

6 αnDf(p, zin) + (1 −αn)Df(p, xn) −Df(p, zin+1)

= αn
(
Df(p, zin) −Df(p, xn)

)
+Df(p, xn) −Df(p, zin+1). (3.18)

Since {Df(p, xn)} and {Df(p, zin)}∞n=1 are bounded for all i = 1, 2, . . . ,N, it follows from (3.17), (3.18), and
lim
n→∞αn = 0,

lim
n→∞Df(zin+1,uin) = 0, ∀i = 1, 2, . . . ,N,

so, we have
lim
n→∞‖zin+1 − u

i
n‖ = 0, ∀i = 1, 2, . . . ,N. (3.19)

Taking into account
‖xn − uin‖ 6 ‖xn − zin+1‖+ ‖zin+1 − u

i
n‖,
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and using (3.13) and (3.19), we get that

lim
n→∞‖xn − uin‖ = 0, ∀i = 1, 2, . . . ,N. (3.20)

Since f is uniformly Frêchet differentiable and by Lemma 2.10, ∇f is uniformly continuous on bounded
sets. It follows from (3.19) and (3.20), we obtain that

lim
n→∞‖∇f(zin+1) −∇f(uin)‖ = 0, ∀i = 1, 2, . . . ,N, (3.21)

and
lim
n→∞‖∇f(xn) −∇f(uin)‖ = 0, ∀i = 1, 2, . . . ,N. (3.22)

Furthermore, for each i = 1, 2, . . . ,N, we now consider the following inequality

‖∇f(xn) −∇f(uin)‖ = ‖∇f(xn) −∇f
(
∇f∗

(
αn∇f(zin) + (1 −αn)∇f(Tixn)

))
‖

= ‖∇f(xn) −αn∇f(zin) − (1 −αn)∇f(Tixn)‖
= ‖αn

(
∇f(xn) −∇f(zin)

)
+ (1 −αn) (∇f(xn) −∇f(Tixn))‖

> (1 −αn)‖∇f(xn) −∇f(Tixn)‖−αn‖∇f(xn) −∇f(zin)‖,

which implies that

(1 −αn)‖∇f(xn) −∇f(Tixn)‖ 6 ‖∇f(xn) −∇f(uin)‖+αn‖∇f(xn) −∇f(zin)‖. (3.23)

Since {∇f(xn)} and {∇f(zin)}∞n=1 are bounded for all i = 1, 2, . . . ,N, it follows from (3.22), (3.23) and
lim
n→∞αn = 0, we have

lim
n→∞‖∇f(xn) −∇f(Tixn)‖ = 0, ∀i = 1, 2, . . . ,N.

It follows from f is the Legendre function and f∗ is uniformly Frêchet differentiable on bounded subsets,
the above inequality yields that

lim
n→∞‖xn − Tixn‖ = 0, ∀i = 1, 2, . . . ,N. (3.24)

Step 6: We show that x∗ ∈ Ω. By the boundedness of the sequence {xn}, there exists a subsequence {xnk}

of {xn} such that xnk ⇀ x∗ ∈ C as k −→ ∞. It follows from (3.13) and (3.19), there exist subsequences
{uink} of {uin} and {zink} of {zin} such that uink ⇀ x∗ and zink ⇀ x∗x as k −→ ∞, for all i = 1, 2, . . . ,N,
respectively. The consequence of (3.24) is

lim
n→∞‖xnk − Tixnk‖ = 0, ∀i = 1, 2, . . . ,N.

Since xnk ⇀ x∗ and using the above equality, it follows from the definition of asymptotic fixed points,
we have x∗ ∈ F̂(Ti) for all i = 1, 2, . . . ,N. Since {Ti}

N
i=1 is a countable family of Bregman relatively

nonexpansive mappings, x∗ ∈ F(Ti) for all i = 1, 2, . . . ,N, implies that x∗ ∈
N⋂
i=1

F(Ti). Next, we show that

x∗ is the solution of the mixed equilibrium problem. Since zin+1 = ResfG,ψ(u
i
n), for each i = 1, 2, . . . ,N

G(zink+1,y) +ψ(y) −ψ(zink+1) + 〈∇f(zink+1) −∇f(uink),y− z
i
nk+1〉 > 0, ∀y ∈ C.

Using the Assumption 2.19 (ii), we obtain that

ψ(y) −ψ(zink+1) + 〈∇f(zink+1) −∇f(uink),y− z
i
nk+1〉 > −G(zink+1,y)

> G(y, zink+1), ∀y ∈ C, i = 1, 2, . . . ,N.
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For any y ∈ C and t ∈ (0, 1], we let yt = ty+ (1 − t)x∗ ∈ C. This implies that

ψ(yt) −ψ(u
i
nk

) + 〈∇f(zink+1) −∇f(uink),yt − z
i
nk+1〉 > G(yt, zink+1).

Using the Assumption 2.19 (iv) and the Assumption 2.20 (i), G(x, ·) and ψ are lower semicontinuous, it
follows from (3.21) and above inequality, this yields

lim inf
k→∞ (G(yt, zink+1) −ψ(yt) +ψ(z

i
nk+1)) 6 lim inf

k→∞ 〈∇f(zink+1) −∇f(uink),yt − z
i
nk+1〉, ∀i = 1, 2, . . . ,N.

This implies that
G(yt, x∗) −ψ(yt) +ψ(x∗) 6 0.

Furthermore, we next consider the following inequality,

0 = G(yt,yt) +ψ(yt) −ψ(yt)
= G(yt, ty+ (1 − t)x∗) +ψ(ty+ (1 − t)x∗) −ψ(yt)
6 tG(yt,y) + (1 − t)G(yt, x∗) + tψ(y) + (1 − t)ψ(x∗) − tψ(yt) − (1 − t)ψ(yt)

= t (G(yt,y) +ψ(y) −ψ(yt)) + (1 − t) (G(yt, x∗) +ψ(x∗) −ψ(yt))
6 t (G(yt,y) +ψ(y) −ψ(yt)) ,

which implies that
G(yt,y) +ψ(y) −ψ(yt) > 0.

It follows from the Assumption 2.19 (iii), we have

0 6 lim sup
t→0+

(G(yt,y) +ψ(y) −ψ(yt))

= lim sup
t→0+

(G(ty+ (1 − t)x∗,y) +ψ(y) −ψ(ty+ (1 − t)x∗)) 6 G(x∗,y) +ψ(y) −ψ(x∗).

This implies that x∗ is a solution of the mixed equilibrium problem and hence x∗ ∈ MEP(G,ψ). To sum

up, we have x∗ ∈ Ω :=

N⋂
i=1

F(Ti)∩MEP(G,ψ).

Step 7: We shall show that the sequence {xn} converges strongly to x∗ = projfΩ(x1). SinceΩ is a nonempty
closed convex subset of E, projfΩ(x1) is well-defined. Let u∗ = projfΩ(x1) be given. It follows from
xn+1 = projfCn∩Qn(x1) and projfΩ(x1) ∈ Ω ⊆ Cn ∩Qn, we obtain that

Df(xn+1, x1) 6 Df(u
∗, x1).

Since {xnk} is a weak convergent subsequence of {xn} and follows from Lemma 2.23, we obtain that {xn}
converges strongly to u∗. By the uniqueness of the limit, we obtain that the sequence {xn} converges
strongly to x∗ = projfΩ(x1). This completes the proof.

If we assume that Ti = T for each i = 1, 2, . . . ,N and ψ is a zero mapping in Theorem 3.1, then we get
the following corollary.

Corollary 3.2. Let E be a reflexive Banch space with dual E∗ and C be a nonempty closed convex subset of E such
that C ⊂ int(domf). Let f : E −→ (−∞,+∞] be a strong coercive Legendre function which is bounded uniformly
Frêchet differentiable and totally convex on bounded subsets of E, G : C×C −→ R be a bifunction satisfying the



K. Jantakarn, A. Kaewcharoen, J. Nonlinear Sci. Appl., 14 (2021), 63–79 75

Assumption 2.19. Let T : C −→ C be a Bregman relatively nonexpansive mapping. Assume that F(T)∩EP(G) 6= ∅.
Let {xn} be the sequence generated by the iterative scheme:

x1 ∈ C, Tx1 = z1 ∈ C;
un = ∇f∗(αn∇f(zn) + (1 −αn)∇f(Txn));
zn+1 = ResfG,ψ(un);
Cn = {z ∈ C : Df(z, zn+1) 6 αnDf(z, zn) + (1 −αn)Df(z, xn)};
Qn = {z ∈ C : 〈∇f(x1) −∇f(xn), z− xn〉 6 0};
xn+1 = projfCn∩Qnx1, ∀n > 1,

where {αn} is a sequence in [0, 1] such that lim
n→∞αn = 0. Then, {xn} converges strongly to projfF(T)∩EP(G)x1.

In Theorem 3.1, if we assume that MEP(G,ψ) = C and using the facts given in Example 2.2 for the
generalized duality mapping Jp, then we obtain the following corollary.

Corollary 3.3. Let E be a uniformly smooth and uniformly convex Banach space and C be a nonempty closed convex
subset of E such that C ⊂ int(domf). Let f(x) = 1

p‖x‖
p (1 < p < ∞) and {Ti : C −→ C}Ni=1 be a countable

family of relatively nonexpansive mappings. Assume that
⋂N
i=1 F(Ti) 6= ∅. Let {xn} be the sequence generated by

the iterative scheme: 

x1 ∈ C, Tix1 = zi1 ∈ C;
zin+1 = J−1

p (αnJp(z
i
n) + (1 −αn)Jp(Tixn));

Cin = {z ∈ C : V(z, zin+1) 6 αnV(z, z
i
n) + (1 −αn)V(z, xn)};

Cn =

N⋂
i=1

Cin;

Qn = {z ∈ C : 〈Jp(x1) − Jp(xn), z− xn〉 6 0};
xn+1 = projfCn∩Qnx1, ∀n > 1,

where {αn} is a sequence in [0, 1] such that lim
n→∞αn = 0. Then, {xn} converges strongly to projf⋂N

i=1 F(Ti)
x1.

4. Applications

Zeros of maximal monotone operators
Let A : E −→ 2E

∗
be a set-valued mapping. Denote G(A) by the graph of A, that is G(A) = {(x, x∗) ∈

E× E∗ : x∗ ∈ Ax}. A multi-valued operator A is said to be monotone if 〈x∗ − y∗, x − y〉 > 0 for each
(x, x∗), (y,y∗) ∈ G(A). A monotone operator A is said to be maximal if its graph, G(A) is not contained
in the graph of any other monotone operators on E. Let f : E −→ (−∞,+∞], then the resolvent of A,
ResfλA : E −→ 2E is defined as follows:

ResfλA(x) = (∇f+ λA)−1 ◦∇f(x), λ > 0.

In 2003, Bauschke et al. [3] proved that ResfλA is a single-valued and Bregman firmly nonexpansive
mapping and F(ResfλA) = A−1(0∗) = {x ∈ E : 0∗ ∈ Ax}. It is known that if A is maximal monotone, then
the set A−1(0∗) is closed and convex. We also define the Yosida approximation Aλ : E −→ E by

Aλ(x) =
1
λ
(∇f−∇f ◦ResfλA)(x), ∀x ∈ E, λ > 0.

It is shown in Reich and Sabach [22] that for any x ∈ E and λ > 0, we have

(i)
(
ResfλA(x),Aλ(x)

)
∈ G(A);

(ii) 0∗ ∈ Ax if and only if 0∗ ∈ Aλ(x).
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In 2011, Reich and Sabach [24] proved that if f is the Legendre function which is bounded uniformly
Frêchet differentiable on bounded subsets of E, then F̂(ResfλA) = F(ResfλA). We also know that if
F̂(ResfλA) = F(ResfλA), then a Bregman firmly nonexpansive mapping is a Bregman relatively nonex-
pansive mapping. Furthermore, if we take MEP(G,ψ) = C and Ti = ResfλAi for all i = 1, 2, . . . ,N in
Theorem 3.1, then we obtain the following consequence.

Theorem 4.1. Let E be a reflexive Banch space with dual E∗ and C be a nonempty closed convex subset of E such
that C ⊂ int(domf). Let f : E −→ (−∞,+∞] be a strong coercive Legendre function which is bounded uniformly
Frêchet differentiable and totally convex on bounded subsets of E. Let {Ai : E −→ 2E

∗
}Ni=1 be a countable family of

maximal monotone operators. Assume that
⋂N
i=1A

−1
i (0) 6= ∅. Let {xn} be the sequence generated by the iterative

scheme: 

x1 ∈ C, ResfλAi(x1) = z
i
1 ∈ C;

zin+1 = ∇f∗(αn∇f(zin) + (1 −αn)∇f(ResfλAi(xn)));
Cin = {z ∈ C : Df(z, zin+1) 6 αnDf(z, z

i
n) + (1 −αn)Df(z, xn)};

Cn =
⋂N
i=1C

i
n;

Qn = {z ∈ C : 〈∇f(x1) −∇f(xn), z− xn〉 6 0};
xn+1 = projfCn∩Qnx1, ∀n > 1,

where {αn} is a sequence in [0, 1] such that lim
n→∞αn = 0. Then, {xn} converges strongly to projf⋂N

i=1A
−1
i (0)

x1.

5. Numerical example

In this section, we present some numerical examples for comparing the values of sequences generated
by iteration (1.3) and (3.1) and supporting Theorem 3.1.

Example 5.1. Let E = R, C = (−∞, 0], let f : R −→ R be defined by f(x) = 2
3x

2 (f is a strong coercive
Legendre function which is bounded uniformly Frêchet differentiable and totally convex on bounded
subsets of E, see in the numerical example of [28]). Let T : C −→ C be defined by Tx = 1

3x, G : C×C −→ R

be defined by G(x,y) = x− y for all x,y ∈ C, ψ : C −→ R be defined by ψ(x) = x2 for all x ∈ C. Let
φ : C× C −→ R in the iteration (1.3) be defined by φ(x,y) = y− x for all x,y ∈ C. By the numerical
example section of [18], we obtain that T is a Bregman relatively nonexpansive mapping. It is easy to
show that G and ψ satisfy the Assumption 2.19 and the Assumption 2.20, respectively, and φ is skew-
symmetric, i.e., φ(x, x) −φ(x,y) −φ(y, x) +φ(y,y) > 0 for all x,y ∈ C, convex in the second argument
and continuous. Let {xn} be generated by iteration (1.3) and (3.1). Given initial values x1 = −1 = z1 and
αn = 1

n3 for all n > 1. Then the sequence {xn} converges strongly to 0, where projfGEP(G,φ)∩F(T)(x1) =

0 = projfMEP(G,ψ)∩F(T)(x1).

Figure 1: The numerical results for comparing Algorithm (3.1) and Algorithm (1.3).
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We now illustrate the example supporting our main result.

Example 5.2. Let E = R, C = (−∞, 0], and let f : R −→ R be defined by f(x) = 2
3x

2. Let {Ti : C −→ C}5i=1 be
defined by Tix = 1

i+1x, and let G : C×C −→ R be defined by G(x,y) = x− y for all x,y ∈ C, ψ : C −→ R

be defined by ψ(x) = x2 for all x ∈ C. Setting αn = 1
n for all n > 1. Let {xn} be the sequence generated by

the iterative scheme. Given initial values x1, Tix1 = z1 ∈ C for i = 1, 2, . . . , 5,

uin = ∇f∗(αn∇f(zin) + (1 −αn)∇f(Tixn));
zin+1 = ResfG,ψ(u

i
n);

Cin = {z ∈ C : Df(z, zin+1) 6 αnDf(z, z
i
n) + (1 −αn)Df(z, xn)};

Cn =

5⋂
i=1

Cin;

Qn = {z ∈ C : 〈∇f(x1) −∇f(xn), z− xn〉 6 0};
xn+1 = projfCn∩Qnx1, ∀n > 1.

(5.1)

It follows from Example 5.1, we know that f is a strong coercive Legendre function which is bounded
uniformly Frêchet differentiable and totally convex on bounded subsets of R such that ∇f(x) = 4

3x and
G,ψ satisfy the Assumption 2.19 and the Assumption 2.20, respectively. Since f∗(x∗) = sup{〈x∗, x〉− f(x) :
x ∈ E}, f∗(z) = 3

8z
2 such that ∇f∗ = 3

4z. Next, we show that Ti is a Bregman relatively nonexpansive
mapping for all i = 1, 2, . . . , 5. Clearly F(Ti) = 0 = F̂(Ti) for all i = 1, 2, . . . , 5. Furthermore, we obtain that

Df(0, Tix) = f(0) − f(Tix) − 〈0 − Tix,∇f(Tix)〉

= 0 −
2

3(i+ 1)
x2 − 〈− 1

i+ 1
x,

4
3(i+ 1)

x〉 = 4
3(i+ 1)2x

2 −
2

3(i+ 1)
x2 =

2
3

(
1 − i

(i+ 1)2

)
,

and

Df(0, x) = f(0) − f(x) − 〈0 − x,∇f(x)〉 = 0 −
2
3
x2 − 〈−x,

4
3
x〉 = 4

3
x2 −

2
3
x2 =

2
3
x2.

Since 1−i
(i+1)2 6 0 for all i = 1, 2, . . . , 5, Df(0, Tix) 6 Df(0, x) for all i = 1, 2, . . . , 5. It follows that {Ti}5i=1 is a

countable family of Bregman relatively nonexpansive mappings. We also know that

G(0,y) +ψ(y) −ψ(0) = (0 − y) + y2 − 0 = y(y− 1) > 0, ∀y ∈ C,

this implies that 0 ∈MEP(G,ψ) and Ω =
⋂5
i=1 F(Ti)∩MEP(G,ψ) = {0}. It follows from iteration (5.1), we

have

uin = αnz
i
n + (1 −αn)

(
1
i+ 1

)
xn;

zin+1 =
4
7
uin;

Cin = [ein,∞), where ein =
(zin+1)

2 + (αn − 1)x2
n −αn(z

i
n)

2

2
(
zin+1 −αnz

i
n + (αn − 1)xn

) ;

Cn =

5⋂
i=1

Cin;

Qn = [xn,∞);

xn+1 = projfCn∩Qnx1, ∀n > 1, i = 1, 2, . . . , 5.

Then the sequence {xn} generated by (5.1) converges strongly to x∗ = 0 ∈ Ω as n −→ ∞. The Figure 2
shows the comparision of the values of the sequence {xn}. Given initial values x1 = −5, let xn(i) denote
by the values of the sequence {xn} for i = 1, 2, . . . , 5.
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Figure 2: The numerical results for different i = 1, 2, . . . , 5.
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