
J. Nonlinear Sci. Appl., 14 (2021), 440–451

ISSN: 2008-1898

Journal Homepage: www.isr-publications.com/jnsa

On a Wiener-Poisson equation with rapidly fluctuating coef-
ficients: application to large deviations

Alioune Coulibalya,∗, Mouhamad Mounirou Allayab

aAmadou Mahtar Mbow University of Dakar, Senegal.
bIba Der Thiam University of Thies, Senegal.

Abstract

In this paper, we deal with a stochastic differential equation with fast oscillating coefficients and with respect to a Brownian
motion and a Poisson random measure. The large deviation principle of solution is established, and the effect of the highly
nonlinear and locally periodic coefficients is stated. Moreover, we derive an explicit expression for the action functional when
the viscosity parameter ε is of order 1 while the homogenization parameter δε tends to zero.
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1. Introduction

The purpose of this paper is to obtain large deviation properties for stochastic differential equations
(SDE in short) of Wiener-Poisson type with rapidly fluctuating coefficients and highly oscillating drift.
Our method uses the Legendre-Fenchel transform of the limit of normalized logarithm of an exponential
moment, as in a periodic case by Freidlin and Sowers [7], and builds on an earlier work by Dupuis and
Spiliopoulos [6] which gives us the locally periodic counterpart for SDE of Wiener type. By now, it is well
known that stochastic dynamical systems with Poisson jumps are more suitable for capturing sudden
bursty fluctuations than classical diffusion models. Motivated by the idea of [6], we consider the locally
periodic SDE in the whole space Rd driven by Lévy noises given by:

Xε,δε
t − x =

√
ε

∫t
0
σ

(
Xε,δε
s ,

Xε,δε
s

δε

)
dWs +

ε

δε

∫t
0
b

(
Xε,δε
s ,

Xε,δε
s

δε

)
ds+

∫t
0
c

(
Xε,δε
s ,

Xε,δε
s

δε

)
ds

+

∫t
0

∫
Rd∗

k

(
Xε,δε
s− ,

Xε,δε
s−

δε
,u

)(
εNε

−1
(dsdz) − ν(du)ds

)
, x ∈ Rd, t > 0,

(1.1)
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according to a given complete Wiener-Poisson space
(
Ω,F, P, F,W,Nε

−1
)

in Rd ×Rd∗ , Rd∗ ≡ Rd\{0},
with the Lèvy measure ν, i.e., (Ω,F, P, F) is a filtered probability space with F := {Ft : t > 0} being the
P-completion of the filtration F, {Wt : t > 0} is a d-dimensional standard Brownian motion with respect
to Ft and Nε

−1
is a Poisson random counting measure on Rd∗ with intensity measure ε−1ν, independent

of W, w.r.t. Ft. In (1.1), Xε,δε
s− denotes the left limit, i.e., lim

r→s
r<s

Xε,δε
r . Our assumptions on the coefficients

b, c,k and σ will be specified below.
SDE driven by Lévy processes are widely applied in many fields such as finance, insurance, biology

and attracted more and more attention lately (see, [14, 17–19]). Applebaum [1] introduced systemat-
ically the definition and relative properties of Lévy processes, and studied the fundamental theory of
stochastic integrals such as the Wiener-Lévy-type stochastic integrals and Itô formula, and constructed
the framework for the solution and Lévy flow of stochastic ordinary differential equations driven by Lévy
processes. Altogether, there are still few results on LDP for stochastic equations with jumps (see for in-
stance [15, 16, 21]). Recently, Manga et al. [10, 11] investigated the LDP for periodic stochastic equation
driven by small multiple Lévy noises, as they pointed out in [10, 11], that the difficulties caused by Lévy
noises are to deal with the analysis of the logarithmic moment generating function.

Baldi [2] was the first to consider a family of periodic diffusion processes with homogenization and a
small multiplicative parameter of the diffusion coefficient. He established a large deviation principle and
as an application, he derived an iterated logarithm law for periodic diffusions. Afterwards, Freidlin and
Sowers [7] studied the combined effects of homogenization and large deviations in a stochastic differential
equation. The authors showed some large deviations type estimates, and then applied these results
to study wavefronts both in a single reaction-diffusion equation and in a system of reaction-diffusion
equations. Apart from [7], LDP for stochastic equation depending on the coefficients of the system on
the slow and fast motion, has also been studied in [9, 20] under various assumptions. It is necessary to
point out that Dupuis and Spiliopoulos [6] just considered LDP for Wiener equation type with locally
periodic coefficients. In [6] large deviations problems arising in locally periodic stochastic equation with
small noise and fast oscillating coefficients are discussed, and the authors used methods from weak
convergence and stochastic control. Such results are not available in the literature. The scope of our
approach based on the LDP with with locally periodic coefficients, differs substantially from that of [6].
Our version of SDE contains a substantial novelty, which makes it possible to handle the large deviation
arising in stochastic homogenization for nonlinear equations with Poisson jumps and Brownian motions.
In the present paper, we have derived the same explicit expression for the action functional in [6, Regime
1] via Legendre-Fenchel transform.

The paper is organized as follows. In Section 2 we set up some notations, precise our assumptions
and give away the toolbox for the LDP characterization. In Section 3 we study large deviations for Xε,δε

T

with fixed T > 0 , as ε and δε both tending to zero.

2. Preliminaries

2.1. Notations and assumptions
Let’s denote by E the expectation with respect to P. Define 〈., .〉 as the standard Euclidean inner

product on Rd, and ‖.‖ as the associated norm. For each z ∈ Rd, let a−1(z) be the matrix inverse of a(z),
when a−1 is well-defined on all of Rd. For each z ∈ Rd define the norm ‖θ‖a−1(z) =

√
〈θ,a−1(z)θ〉 for

all θ ∈ Rd. Let D
(
[0, T ], Rd

)
be the space of functions that map [0, T ] into Rd, which are right continuous

and having left hand limits.

Condition 2.1. We assume that lim
ε→0

δε

ε
= 0 (main hypothesis).

In preparation for stating the main results, we recall the concept of large deviation principle.
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Definition 2.2. Let Xε,δε be a Rd-valued random variable and let Pε,δε denote its distribution on the Borel
subsets of Rd, that is, Pε,δε (A) = P

(
Xε,δε ∈ A

)
. The family

{
Xε,δε

}
ε,δε>0 satisfies an LDP if there exists

a lower semi-continuous function I : Rd −→ [0,+∞] such that

• for each open set O ⊆ Rd, lim inf
ε→0

ε log P
(
Xε,δε ∈ O

)
> − inf

x∈O
I(x);

• for each closed set F ⊆ Rd, lim sup
ε→0

ε log P
(
Xε,δε ∈ F

)
6 − inf

x∈F
I(x).

I is called the rate function for the LDP. A rate function is good if for each a ∈ R+, {x : I(x) 6 a} is
compact.

Regarding SDE (1.1), we impose the following conditions.

Condition 2.3.

(H.1) The functions b, c : Rd×Rd 7−→ Rd, σ : Rd×Rd 7−→ Rd×d are Lipschitz continuous and bounded
in (x,y) and periodic with period 1 with respect to y in each direction. We additionally assume that
they are C1

(
Rd
)

in y and C2
(
Rd
)

in x with all partial derivatives continuous and globally bounded
in x and y. The function k : Rd ×Rd ×Rd 7−→ Rd is Lipschitz continuous and bounded in (x,y)
and periodic with period 1 with respect to y in each direction, and integrable with respect to dtdu.

(H.2) The diffusion matrix a := σσ∗ is uniformly non-degenerate.

We define some family of operators indexed by x (resp. y) and acting on the second argument (resp.
the first argument)

Lxε,δε =
ε

2

d∑
i,j=1

aij

(
x,
y

δε

)
∂2

∂yi∂yj
+
ε

δε

d∑
i=1

bi

(
x,
y

δε

)
∂

∂yi
+

d∑
i=1

ci

(
x,
y

δε

)
∂

∂yi
,

L
y
ε,δε =

ε

2

d∑
i,j=1

aij

(
x,
y

δε

)
∂2

∂xi∂xj
+
ε

δε

d∑
i=1

bi

(
x,
y

δε

)
∂

∂xi
+

d∑
i=1

ci

(
x,
y

δε

)
∂

∂xi
,

Lx =
1
2

d∑
i,j=1

aij (x,y)
∂2

∂yi∂yj
+

d∑
i=1

bi (x,y)
∂

∂yi
. (2.1)

With our requirement, there exists a Lèvy process on Rd with diffusion-generator Lx and by Y-
periodicity assumption on the coefficients such a process induces a Wiener-Poisson process Yx on the
d-dimensional torus Td, moreover this diffusion process part is ergodic. We denote by m(x, .) its unique
invariant measure. In order for the process with diffusion-generator Lxε,δε to have a limit in law as ε→ 0,
we need that the following condition be enforced.

Condition 2.4.
(H.3) For all x ∈ Rd,

∫
Td
b(x,y)m(x,dy) = 0 (centering condition).

We notice that, under the Condition 2.4, there exists a unique periodic solution b̂i of Lxb̂i − bi = 0,
for any i = 1, . . . ,d with zero integral against the measure m(x, .). Such a solution is given by the formula

b̂i(x,y) =

∫∞
0

Ey
{
b
(
x, Yxt

)}
dt where under Py, Yx starts from y. Moreover b̂ is twice continuously

differentiable in x, uniformly with respect to y, and for any p > 2 there exists a constant K > 0 such that
for all x ∈ Rd (see, Benchérif-Madani and Pardoux [4] or Pardoux and Veretennikov [12, 13]){∥∥b̂∥∥

W2,p(Td)
+

∥∥∥∥∂b̂∂x
∥∥∥∥
W2,p(Td)

+

∥∥∥∥∂b̂∂y
∥∥∥∥
W2,p(Td)

+

∥∥∥∥∂2b̂

∂x2

∥∥∥∥
W2,p(Td)

+

∥∥∥∥ ∂2b̂

∂x∂y

∥∥∥∥
W2,p(Td)

}
(x, .) 6 K.



A. Coulibaly, M. M. Allaya, J. Nonlinear Sci. Appl., 14 (2021), 440–451 443

Let’s set Xε,δε
t := Xε,δε

(δε/
√
ε)

2
t
. In order to move the SDE (1.1) into the torus Td, we define the pull-back

Y
ε,δε
t :=

1
δε
X
ε,δε
t , which satisfies the SDE :

Y
ε,δ
t −

x

δε
=

∫t
0
σ
(
X
ε,δε
s , Yε,δε

s

)
dW

ε
s +

∫t
0
b
(
X
ε,δε
s , Yε,δε

s

)
ds

+
δε

ε

∫t
0
c
(
X
ε,δε
s , Yε,δε

s

)
ds+

∫t
0

∫
Rd∗

k
(
X
ε,δε
s− , Yε,δε

s− ,u
)
dM

ε
s,u,

where

W
ε
t :=

√
ε

δε
W
(δε/

√
ε)

2
t

is Brownian motion,

M
ε
t,u :=

∫t
0

(
N(δε/ε) (dsdu) −

δε

ε
ν(du)ds

)
is a Poissonian martingale.

The infinitesimal generator L
x
ε,δε of the diffusion part associated to the process Yε,δε is

L
x
ε,δε :=

1
2

d∑
i,j=1

aij (x,y)
∂2

∂yi∂yj
+

d∑
i=1

bi (x,y)
∂

∂yi
+
δε

ε

d∑
i=1

ci (x,y)
∂

∂yi
, x ∈ Rd,y ∈ Td.

This generator tends to Lx defined as (2.1), when ε→ 0.

2.2. Used lemmas
The proof of the main Theorem 3.1 (below) relies on explicit calculation of the logarithm moments

of Xε,δε and the following Girsanov’s formula and Itô’s formula. Before proceeding, let us introduce some
spaces.

For E locally compact, let H2(T , λ) be the linear space of all equivalence classes of mappings F :
[0, T ]× E×Ω −→ R which coincide almost everywhere with respect to dt⊗ dλ⊗ dP and which satisfy
the following conditions :

• F is predictable;

•
∫T

0

∫
E\{0}

E
(
|F(t, z)|2

)
dtλ(dz) < +∞.

We endow H2(T , λ) with the inner product 〈F,G〉T ,λ :=

∫T
0

∫
E\{0}

E
(
F(t, z)G(t, z)

)
dtλ(dz). Then, it is well

known that
(
H2(T , λ); 〈., .〉T ,λ

)
is a real separable Hilbert space.

Let Np be a Poisson random measure on R+ × (E\{0}) with intensity measure λ, according to a given
FT -adapted, σ-finite point process p independent of the Brownian motion W. Let Ñp be the associated
compensated Poisson random measure. Now we have following (see, Applebaum [1] Chapter 5, Section
2).

Lemma 2.5 (Girsanov’s formula). Let X be a Lèvy process such that eX is a martingale, i.e.,

Xt =

∫t
0
b(s)ds+

∫t
0
σ(s)dWs +

∫t
0

∫
E

H(s, z)Ñp(dsdz) +
∫t

0

∫
E

K(s, z)Np(dsdz),

with
b(t) = −

1
2
σ2(t) −

∫
E

(
eH(t,z) − 1 −H(t, z)

)
λ(dz) −

∫
E

(
eK(t,z) − 1

)
λ(dz), P − a.s.
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We suppose that there exists C > 0 such that

|K(t, z)| 6 C, ∀t > 0,∀z ∈ E.

For L ∈ H2(T , λ) we define

Mt :=

∫t
0

∫
z 6=0

L(s, z)Ñ(dsdz).

Set
U(t, z) =

(
eH(t,z) − 1

)
1{
‖z‖<1

} + (eK(t,z) − 1
)

1{
‖z‖>1

}
and we suppose that ∫T

0

∫{
‖z‖61

} (eH(s,z) − 1
)2
λ(dz)ds < +∞.

Finally, we define

Bt =Wt −

∫t
0
σ(s)ds and Nt =Mt −

∫t
0

∫
z6=0

L(s, z)U(s, z)λ(dz)ds, 0 6 t 6 T .

Let Q be the probability measure on (Ω,FT ) defined as:

dQ

dP
:= eXT .

Then under Q, Bt is a Brownian motion and Nt is a Q-martingale.

Next, define a d-dimensional semi-martingale Yt := (Y1, . . . ,Yd) by

Yit = Y
i
0 +M

i
t +A

i
t +

∫t
0

∫
E

fi(s, z, .)Ñp(dsdz) +
∫t

0

∫
E

gi(s, z, .)Np(dsdz), i := 1, . . . ,d, (2.2)

where

• Mt is locally continuous square integrable (Ft)-martingale and M0 := 0;

• At is a continuous (Ft)-adapted process whose almost all sample functions are of bounded variation
on each finite interval and A0 := 0;

• g is (Ft)-predictable and for t > 0,
∫t

0

∫
E

‖g(s, z, .)‖ λ(dz)ds < +∞ a.s;

• f is (Ft)-predictable and for t > 0,
∫t

0

∫
E

‖f(s, z, .)‖2 λ(dz)ds < +∞ a.s.

We have following (see, for example Ikeda and Watanabe [8], Theorem 5.1).

Lemma 2.6 (Itô’s formula). Let F be a function of class C2 on Rd and Yt a d-dimensional semi-martingale given
in (2.2). Then the stochastic process F (Yt) is also a (Ft)-semi-martingale and the following formula holds:

F (Yt) − F (Y0) =

d∑
i=1

∫t
0

∂F

∂xi
(Ys)dM

i
s +

d∑
i=1

∫t
0

∂F

∂xi
(Ys)A

i
sds+

1
2

d∑
i,j=1

∫t
0

∂2F

∂xi∂xj
(Ys)d

〈
Mi,Mj

〉
s

+

∫t
0

∫
E

[F (Ys− + g(s, z, .)) − F (Ys−)]Np(dzds)

+

∫t
0

∫
E

[F (Ys− + f(s, z, .)) − F (Ys−)] Ñp(dzds)

+

∫t
0

∫
E

[
F (Ys− + f(s, z, .)) − F (Ys−) −

d∑
i=1

fi(s, z, .)
∂F

∂xi
(Ys)

]
λ(dz)ds.
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The next Lemma is the main technique for showing that Xε,δε has LDP. For all T > 0 and x ∈ Rd, set

gεT ,x(θ) := ε log E

{
exp

(
1
ε

〈
θ,Xx,ε,δε

T

〉)}
, ε > 0, θ ∈ Rd. (2.3)

Let us set
gT ,x(θ) := lim

ε→0
gεT ,x(θ), θ ∈ Rd,

when this limit exists. We then have following (see, Dembo and Zeitouni [5], Chap. 2.3).

Lemma 2.7 (Gärtner-Ellis theorem). Fix T > 0 and θ ∈ Rd. Assume that

i.) for each θ ∈ Rd, gT ,x is well-defined in [−∞,+∞];
ii.) the origin is in the interior of the set

{
θ ∈ Rd : gT ,x(θ) < +∞};

iii.) the set A :=
{
θ ∈ Rd : |gT ,x(θ)| < +∞} has no empty interior A◦, ∇gT ,x(θ) is well-defined for all θ ∈ A◦

and
lim sup
θ→∂A
θ∈A◦

‖∇gT ,x(θ)‖ = +∞.

Then the random variable
{
Xε,δε
T : ε > 0

}
has an LDP with rate function IT ,x defined as

IT ,x(z) := sup
θ∈Rd

{〈θ, z〉− gT ,x(θ)} .

3. Large deviation and discussion

In this section, we will apply the generalized inequality of derivation from convex analysis (Lemma
2.7, Gärtner-Ellis theorem) of large deviation to show the solution of stochastic equation with jumps (1.1)
satisfies the LDP. For this, we proceed in a similar way to that used in Freidlin and Sowers [7]. The main
difficulty which arises is that in SDE (1.1) the coefficients are not supposed to be periodic, and furthermore
the stochastic equation is not governed by a continuous process. This difficulty is completely technical in
nature, and it is resolved by choosing a suitable change of probabilities (Lemma 2.5, Girsanov’s formula)
or of variables (Lemma 2.6, Itô’s formula).

3.1. Main result
Before proceeding, let us define

b̂ :=

 b̂1

...
b̂d

 and ∇ub̂ :=


∂b̂1

∂u1
. . . ∂b̂1

∂ud
... . . .

...
∂b̂d

∂u1
. . . ∂b̂d

∂ud

 for each u = x,y;

a(x) :=

∫
Td

[ (
I+∇yb̂

)
a
(
I+∇yb̂

)∗ ]
(x,y)m(x,dy);

c(x) :=

∫
Td

[ (
I+∇yb̂

)
c+ Tr

{
a
(
∇x∇yb̂

)}]
(x,y)m(x,dy);

k(x) :=

∫
Rd∗

∫
Td

[ (
I+∇yb̂

)
(x,y)k(x,y,u)

]
m(x,dy)ν(du).

Next, we state our main result.

Theorem 3.1 (Main result). Fix T > 0 and assume that the conditions 2.1, 2.3, and 2.4 remain valid. Then for
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x ∈ Rd, the family
{
Xε,δε
T : ε > 0

}
of Rd-valued random variables satisfies an LDP with good rate function:

IT ,x(z) := TJ1

(
z− x

T

)
+ TJ2

(
z− x

T

)
, z ∈ Rd, (3.1)

where

J1(z) := inf
ϕ∈D([0,T ],Rd)

ϕ0=x

1

2

∫T
0

∥∥∥z− c(ϕs) + k(ϕs)∥∥∥2

(a)−1(ϕs)
ds,

J2(z) := inf
ϕ∈D([0,T ],Rd)

ϕ0=x

∫T
0

∫
Rd∗

∫
Td
ρ

(
‖z‖

‖k(ϕs− ,y,u)‖

)
m(x,dy)ν(du)ds,

and where ρ(r) := r log r− r+ 1, r ∈ (0,+∞) .

3.2. Proof of the main result

Proof of Theorem 3.1. Let’s us set Ŷε,δε
t :=

1
δε
Xε,δε
t , we have by Itô’s formula (Lemma 2.6) that,

X̃ε,δε
t = Xε,δε

t + δε

[
b̂
(
Xε,δε
t , Ŷε,δε

t

)
− b̂

(
x,
x

δε

)]
= x+

√
ε

∫t
0

(
I+∇yb̂+ δε∇xb̂

) (
Xε,δε
s , Ŷε,δε

s

)
σ
(
Xε,δε
s , Ŷε,δε

s

)
dWs

+

∫t
0

(
I+∇yb̂

) (
Xε,δε
s , Ŷε,δε

s

)
c
(
Xε,δε
s , Ŷε,δε

s

)
ds+ δε

∫t
0
LŶ

ε,δε

ε,δε b̂
(
Xε,δε
s , Ŷε,δε

s

)
ds

+

∫t
0

Tr
{
a
(
Xε,δε
s , Ŷε,δε

s

) (
∇x∇yb̂

) (
Xε,δε
s , Ŷε,δε

s

)}
ds−

∫t
0

∫
Rd∗

k
(
Xε,δε
s− , Ŷε,δε

s− ,u
)
ν(du)ds

−

∫t
0

∫
Rd∗

(
δε∇xb̂+∇yb̂

) (
Xε,δε
s , Ŷε,δε

s

)
k
(
Xε,δε
s− , Ŷε,δε

s− ,u
)
ν(du)ds

+ δε

∫t
0

∫
Rd∗

[
b̂
(
Xε,δε
s− + εk

(
Xε,δε
s− , Ŷε,δε

s− ,u
)

, Ŷε,δε
s− ,u

)
− b̂

(
Xε,δε
s− , Ŷε,δε

s−

)]
Nε

−1
(duds)

+ δε

∫t
0

∫
Rd∗

[
b̂
(
Xε,δε
s− , Ŷε,δε

s− + εk
(
Xε,δε
s− , Ŷε,δε

s− ,u
)

,u
)
− b̂

(
Xε,δε
s− , Ŷε,δε

s−

)]
Nε

−1
(duds)

+ ε

∫t
0

∫
Rd∗

k
(
Xε,δε
s− , Ŷε,δε

s− ,u
)
Nε

−1
(duds).

(3.2)

Let us define for (x,y) ∈ Rd ×Td,

Hε,ψ(x,y) := ψ
(
x+ εk (x,y, .) ,y

)
+ψ

(
x,y+ εk (x,y, .)

)
− 2ψ(x,y) ∀ψ ∈ C2,1 (Rd, Td

)
.

So, we are going to consider the logarithm moment generating function gεt,x (2.3) of X̃ε,δε given by (3.2).
In order to lighten the formulas, let ξ denote any of coefficients a,b, c,k. Even if the coefficients a,b and
c do not depend on z we still allow for the notation ξ(r, r,u) meaning, respectively, ξ

(
X
ε,δε
r , Yε,δε

r

)
and

ξ
(
X
ε,δε
r , Yε,δε

r ,u
)

, for each r = s, t, ε
δ2
ε
t. There should be no confusion with space variables since we use

different letters for these arguments. Thus we have by Girsanov’s formula (Lemma 2.5) that

gεt,x(θ) = 〈x, θ〉+ ε log Ẽ

exp

(δεε )2
∫(√ε/δε)2

t

0
Φε,θ(s, s)ds−

δε

ε

[
b̂

(
ε

δ2
ε

t,
ε

δ2
ε

t

)
− b̂

(
x,
x

δε

)]
 , (3.3)
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where

Φε,θ(t, t) :=
1

2

〈
θ,
(
I+∇yb̂+ δε∇xb̂

)
σ(t, t)

〉2
+
〈
θ,
(
I+∇yb̂

)
c (t, t)

〉
+
〈
θ, Tr

{
a
(
∇x∇yb̂

)
(t, t)

}〉
−

∫
Rd∗

〈
θ,
(
I+ δε∇xb̂+∇yb̂

)
k (t, t,u)

〉
ν(du) + δε

〈
θ,LY

ε,δε

ε,δε b̂ (t, t)
〉

+

∫
Rd∗

(
e〈θ,k (t−,t−,u)〉 − 1

)
ν(du) +

∫
Rd∗

(
e

{
δε

ε

〈
θ,Hε,b̂ (t−,t−,u)

〉}
− 1

)
ν(du),

and where Ẽ is the associated expectation operator of P̃ followed as

dP̃

dP
:= exp

δε
ε

∫(√ε/δε)2
T

0

〈
θ,
(
I+∇yb̂+ δε∇xb̂

)∗
σ
〉
(s, s)dWs

−
1
2

(
δε

ε

)2
∫(√ε/δε)2

T

0

〈
θ,
(
I+∇yb̂+ δε∇xb̂

)∗
σ
〉2

(s, s)ds


× exp

(δε
ε

)2
∫(√ε/δε)2

T

0

∫
Rd∗

〈
θ,k

(
s−, s−,u

)〉
εNε

−1
(duds)

−
(
δε

ε

)2
∫(√ε/δε)2

T

0

∫
Rd∗

(
e

{〈
θ,k

(
s−, s−,u

)〉}
− 1

)
ν(du)ds


× exp

(δε
ε

)2
∫(√ε/δε)2

T

0

∫
Rd∗

〈
θ,Hε,b̂ (s−, s−,u

)〉
N(δε/ε)(duds)

−
(
δε

ε

)2
∫(√ε/δε)2

T

0

∫
Rd∗

(
e

{
δε

ε

〈
θ,Hε,b̂ (s−,s−,u)

〉}
− 1

)
ν(du)ds

 .

For all θ ∈ Rd, let us set Ψε,θ ∈ C2,1
(
Rd, Td

)
be the unique solution of

LxΨ
ε,θ = Φε,θ −

∫
Td
Φε,θ(x,y)m(x,dy), which satisfies

∫
Td
Ψε,θ(x,y)m(x,dy) = 0.

Such a solution Ψε,θ must exist again by the assumptions on the coefficients (see for instance, [12, 13]). So

we have by applying Itô formula to
(
δε
√
ε

)2

Ψε,θ (X, Y
)
:

(
δε
√
ε

)2 ∫(√ε/δε)2
t

0
Φεθ(s, s)ds

=

∫t
0

∫
Td
Φε,θ (Xε,δε

s ,y
)
m(x,dy)ds+

(
δε
√
ε

)2 [
Ψε,θ

(
ε

δ2
ε

t,
ε

δ2
ε

t

)
−Ψε,θ

(
x,
x

δε

)]
−

(
δε
√
ε

)2 ∫(√ε/δε)2
t

0

(
δε∇xΨε,θ +∇yΨε,θ)σ (s, s)dWs (3.4)

−
δ3
ε

ε2

∫(√ε/δε)2
t

0
∇yΨεc (s, s)ds+

δ3
ε

ε2

∫(√ε/δε)2
t

0

∫
Rd∗

(
δε∇xΨε,θ +∇yΨε,θ)k (s−, s−, z

)
ν(dz)ds

−
δ3
ε

ε

∫(√ε/δε)2
t

0
Tr
{
a
(
∇x∇yΨε,θ) (s, s)}ds−( δε√

ε

)4 ∫(√ε/δε)2
t

0
LY

ε,δε

ε,δε Ψ
ε,θ (s, s)ds
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−

(
δε
√
ε

)2 ∫(√ε/δε)2
t

0

∫
Rd∗

Hε,Ψε,θ (
s−, s−,u

)
N(δε/ε)

2
(duds).

Then, plugging (3.4) into the formula (3.3) leads to

gεt,x(θ) = 〈x, θ〉+ ε log Ẽ

[
exp

{
1

ε

∫t
0

∫
Td

〈
θ,Φε,θ (Xε,δε

s ,y
) 〉
m(x,dy)ds−

(
δε

ε

)2
∫(√ε/δε)2

t

0
Kε,Ψε,θ

(s, s)ds

−
(
δε

ε

)2
∫(√ε/δε)2

t

0

(
δε∇xΨε,θ +∇yΨε,θ)σ (s, s)dWs

−
(
δε

ε

)2
∫(√ε/δε)2

t

0

∫
Rd∗

Hε,Ψε,θ (
s−, s−,u

)
N(δε/ε)

2
(duds)

−
δε

ε

[
b̂

(
ε

δ2
ε

t,
ε

δ2
ε

t

)
− b̂

(
x,
x

δε

)]
+
(
δε

ε

)2
[
Ψε,θ

(
ε

δ2
ε

t,
ε

δ2
ε

t

)
−Ψε,θ

(
x,
x

δε

)]}]
,

where

Kε,Ψε,θ
(t, t) :=

δε

ε
∇yΨε,θc (t, t) + δεTr

{
a
(
∇x∇yΨε,θ) (t, t)}+( δε√

ε

)2

LY
ε,δε

ε,δε Ψ
ε,θ (t, t)

−
δε

ε

∫
Rd∗

(
δε∇xΨε,θ +∇yΨε,θ)k (t−, t−,u

)
ν(du).

(3.5)

First, we have∣∣∣∣∣∣log

[
Ẽ

(
exp

{
−
(
δε

ε

)2
∫(√ε/δε)2

t

0

(
δε∇xΨε,θ +∇yΨε,θ)σ (s, s)dWs

})]∣∣∣∣∣∣
6

∣∣∣∣∣∣log

[
Ẽ

(
exp

{
−
(
δε

ε

)2
∫(√ε/δε)2

t

0

(
δε∇xΨε,θ +∇yΨε,θ)σ (s, s)dWs

}

× exp

{
−

1

2

(
δε

ε

)4
∫(√ε/δε)2

t

0

∥∥∥ (δε∇xΨε,θ +∇yΨε,θ)σ∥∥∥2
(s, s)ds

}

× exp

{
1

2

(
δε

ε

)4
∫(√ε/δε)2

t

0

∥∥∥ (δε∇xΨε,θ +∇yΨε,θ)σ∥∥∥2
(s, s)ds

})]∣∣∣∣∣∣ 6 t

ε

(
δε

ε

)2
(1 + δε)

2 Kθ.

(3.6)

Secondly, we can see that:∣∣∣∣∣∣log

[
Ẽ

(
exp

{
−
(
δε

ε

)2
∫(√ε/δε)2

t

0

∫
Rd∗

Hε,Ψε,θ (
s−, s−,u

)
N(δε/ε)

2
(duds)

})]∣∣∣∣∣∣
6

∣∣∣∣∣∣log

[
Ẽ

(
exp

{
−
(
δε

ε

)2
∫(√ε/δε)2

t

0

∫
Rd∗

Hε,Ψε,θ (
s−, s−,u

)
N(δε/ε)

2
(duds)

}

× exp

{
−
(
δε

ε

)2
∫(√ε/δε)2

t

0

∫
Rd∗

(
e

{(
δε

ε

)2 〈
θ,Hε,Ψε,θ

(s−,s−,u)
〉}

− 1

)
ν(du)ds

}

× exp

{(
δε

ε

)2
∫(√ε/δε)2

t

0

∫
Rd∗

(
e

{(
δε

ε

)2 〈
θ,Hε,Ψε,θ

(s−,s−,u)
〉}

− 1

)
ν(du)ds

})]∣∣∣∣∣∣∣ 6
t

ε

(
δε

ε

)2
Kθ.
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Thirdly, by considering (3.5) one can observe that∣∣∣∣∣∣log

[
Ẽ

(
exp

{
−
(
δε

ε

)2
∫(√ε/δε)2

t

0
Kε,Ψε,θ

(s, s)ds

})]∣∣∣∣∣∣ 6 t

ε

(
1 + δε +

δε

ε

)
δεKθ. (3.7)

Lastly, a simple computation in terms of solutions to variational problems taking into account the set{
ψ ∈ D

(
[0, t], Rd

)
: sup

06s6t

∥∥∥∥Xε,δε
s −ϕs

∥∥∥∥ 6 η, ϕ0 = x

}

for η small enough, reveals that

lim
ε→0

ε log

[
Ẽ

(
exp

{
1

ε

∫t
0

∫
Td
Φε,θ (Xε,δε

s ,y
)
m(x,dy)ds

})]

= inf
ϕ∈D([0,t],Rd)

ϕ0=x

∫t
0

∫
Td
Φθ (ϕs,y)m(x,dy)ds,

(3.8)

where

Φθ :=
1

2

〈
θ,
(
I+∇yb̂

)
σ
〉2

+
〈
θ,
(
I+∇yb̂

) (
c−

∫
Rd∗

k(., .,u)ν(du)
)〉

+

∫
Rd∗

(
e〈θ,k (.,.,u)〉 − 1

)
ν(du) + Tr

{
a
(
∇x∇yb̂

)}
.

Altogether, we have shown by considering the estimates (3.6) to (3.7) and the limit (3.8) that

lim
ε→0

gεt,x(θ) = gt,x(θ) = Λ1(θ) +Λ2(θ),

with

Λ1(θ) := inf
ϕ∈D([0,t],Rd)

ϕ0=x

{
1

2

∫t
0

∫
Td

〈
θ,
(
I+∇yb̂

)
σ(ϕs,y)

〉2
m(x,dy)ds

+

∫t
0

∫
Td

Tr
{
a
(
∇x∇yb̂

)
(ϕs,y)

}
m(x,dy)ds+

∫t
0

∫
Td

〈
θ,
(
I+∇yb̂

)
c(ϕs,y)

〉
m(x,dy)ds

−

∫t
0

∫
Td

〈
θ,
(
I+∇yb̂

)
(ϕs,y)

∫
Rd∗

k(ϕs− ,y,u)ν(du)
〉
m(x,dy)ds

}
,

(3.9)

Λ2(θ) := inf
ϕ∈D([0,t],Rd)

ϕ0=x

∫t
0

∫
Td

∫
Rd∗

(
e

〈
θ,k (ϕs− ,y,u)

〉
− 1

)
ν(du)m(x,dy)ds. (3.10)

Clearly gt,x(θ) is essentially smooth in the sense of hypotheses (i., ii.) of Lemma 2.7, and hypothesis (iii.)
of the later lemma holds also true by the requirements on the coefficients.

Now, let us set for θ ∈ Rd, X1 be a Wiener process on Rd with logarithm moment generating function
Λ1(θ) (3.9) and X2 be a Poissonian martingale on [0, T ]×Rd∗ independent of X1 with logarithm moment
generating function Λ2(θ) (3.10).
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Let J1(θ) and J2(θ) denote, respectively, the Fenchel-Legendre transform of Λ1(θ) and Λ2(θ), we have

J1(θ) := inf
ϕ∈D([0,t],Rd)

ϕ0=x

1

2

∫t
0

∥∥∥θ−ϕ0 − c(ϕs) − k(ϕs−)
∥∥∥2

(a)−1(ϕs)
ds

and

J2(θ) := inf
ϕ∈D([0,t],Rd)

ϕ0=x

∫t
0

∫
Td

∫
Rd∗

ρ

(
‖θ−ϕ0‖

‖k(ϕs− ,y,u)‖

)
ν(du)m(x,dy)ds.

Note that gt,x(θ) is the logarithm moment generating of X1 + X2, hence the Fenchel-Legendre trans-
form of this action functional is J1(θ) + J2(θ). For the claim (3.1) of the Theorem 3.1, let α be any element
of the sub-differential of J1(θ) + J2(θ) at

z−x

t
, for all t > 0. Notice that J1 and J2 are convex. Then for any

ϕ ∈ D
(
[0, t], Rd

)
such that ϕ0 = x and ϕt = z,∫t

0

(
J1 + J2

)
(ϕ̇s)ds > t

(
J1 + J2

) (z−x
t

)
+

∫t
0

〈
α, ϕ̇s −

z−x

t

〉
ds︸ ︷︷ ︸

This is zero.

. (3.11)

To trace the opposite of (3.11) we have by Jensen’s inequality,

1

t

∫t
0

(
J1 + J2

)
(ϕ̇s)ds 6

(
J1 + J2

)( 1

t

∫t
0
ϕ̇sds

)
=
(
J1 + J2

) (z−x
t

)
.

Thus the theorem is verified.

To complete this part, we point out that one can also provide the LDP for Xε,δε in pathwise sense. Let
us define

S0,T (ϕ) :=


∫T

0

(
J1 + J2

)
(ϕ̇s)ds, if ϕ ∈ D

(
[0, T ], Rd

)
and ϕ(0) = x,

+∞, else.

Since the functions J1 and J2 are convex we can show that

inf
ϕ∈D([0,T ],Rd)
ϕ0=x and ϕT=z

∫T
0

(
J1 + J2

)
(ϕ̇s)ds := T

(
J1 + J2

)(z− x
T

)
.

So we have

Corollary 3.2. Let’s set T > 0, and assume that the conditions 2.1, 2.3, and 2.4 hold true. Then for every x ∈ Rd,
the family

{
Xε,δε
T : ε > 0

}
of D

(
[0, T ], Rd

)
-valued random variables has an LDP with good rate function S0,T (ϕ)

for all ϕ ∈ D
(
[0, T ], Rd

)
.
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